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Abstract

Partialing is a statistical approach researchers use with the goal of removing
extraneous variance from a variable before examining its association with
other variables. Controlling for confounds through analysis of covariance or
multiple regression analysis and residualizing variables for use in subsequent
analyses are common approaches to partialing in clinical research. Despite
its intuitive appeal, partialing is fraught with undesirable consequences when
predictors are correlated. After describing effects of partialing on variables,
we review analytic approaches commonly used in clinical research to make
inferences about the nature and effects of partialed variables. We then use
two simulations to show how partialing can distort variables and their re-
lations with other variables. Having concluded that, with rare exception,
partialing is ill-advised, we offer recommendations for reducing or elimi-
nating problematic uses of partialing. We conclude that the best alternative
to partialing is to define and measure constructs so that it is not needed.
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INTRODUCTION

Ideally, variance in scores on measures of psychological constructs would be attributable exclu-
sively, or at least primarily, to a well-defined construct users intend to measure. The isolation
of constructs through such measures supports meaningful inferences about their nature and
associations with other constructs. In practice, scores on measures of psychological constructs in-
adequately isolate the construct they were intended to measure from other constructs (e.g., Santor
et al. 2006, Weidman et al. 2017). Thus, isolation often is attempted through partialing, the use
of statistical strategies such as analysis of covariance (ANCOVA) with quasi-experimental designs
and multiple regression analysis to remove extraneous variance from a variable for the purpose
of isolating its associations with other variables. “Partialing out”—that is, controlling for extra-
neous sources of variance in scores to better represent the targeted construct—is commonplace
in clinical psychological science (e.g., Cândea & Szentagotai-Tăta 2018, Fite et al. 2009). The
practice persists despite concerns having been raised repeatedly about unintended and unknown
consequences of partialing (e.g., Cohen & Cohen 1983, Lynam et al. 2006, Meehl 1975, Miller &
Chapman 2001, Schneider et al. 2015). Rather than clarifying the nature of constructs and mecha-
nisms that underlie associations between variables, partialing often clouds inferences by removing
variance that reflects core features of the construct and increasing the influence of both random
and systematic sources of measurement error.

In this review, we describe and illustrate the impact of partialing on the meaning of variables
and the estimation of associations between them, and we conclude that partialing is in many cases
a questionable measurement practice (Flake & Fried 2020). First, we describe two general ap-
proaches to partialing in clinical research, motivations for their use, and the unintended ways they
can affect the meaning of variables that result from their use. Second, we review common uses
of partialing in clinical psychological science. Third, we present findings from two simulations
that highlight the complications and distortions partialing can create, especially in the presence
of unreliability and patterns of correlation likely to produce suppression. Fourth, we recommend
alternative approaches for isolating constructs when measures of them are imprecise; we devote
particular attention to the importance of practices that anticipate and attempt to address the con-
cerns that necessitate partialing when developing and refining measures. Our aim is to show that
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partialing for the purpose of isolating constructs rarely yields findings that are interpretable with
reference to the constructs of interest.

GENERAL APPROACHES TO PARTIALING

In clinical science, partialing is most evident in models that simultaneously estimate the associa-
tion of a set of independent variables (e.g., depression and anxiety) with a single outcome variable
(e.g., treatment seeking). We focus on multiple regression analysis with quasi-continuous out-
comes estimated using ordinary least squares—the workhorse in clinical science.As detailed below,
such models are frequently used to estimate the so-called unique association of each independent
variable with an outcome. They might also be used to control for, or eliminate the influence of,
variables that are irrelevant to the research question (i.e., covariates) but are plausible alternative
explanations for associations involving the variables of interest. In the simplest case, these models
take the form

y = b0 + b1x1 + b2x2 + e, 1.

where x2 is a variable that is partialed from x1, the focal variable, so that x1’s association with y
cannot be attributed to overlap with x2. The variable e represents random error in y. Modeled in
this way, associations involving x1 are assumed to be attributable to a refined version of x1 that is
free of contamination from x2.

An alternative form of partialing, which is accomplished outside the prediction context, focuses
instead on producing a freestanding, partialed variable assumed to better represent the construct
it was intended to measure. Partialing of this type is typically done using simple regression analysis
of the form

x1 = b0 + b1x2 + e, 2.

where, as before, x2 is a variable that is partialed from x1, the variable representing the con-
struct of interest. This model partitions variance in x1 into two components—variance it shares
with x2, reflected in b1, and variance it does not, reflected in e. The variable e is the par-
tialed form of x1 (plus random error), which is assumed to reflect a form of the construct x1
represents that is uncontaminated by x2. Although partialed variables could, in principle, be
produced by removing shared variance with covariates as in the prediction context, they typi-
cally are produced by removing variance shared with variables representing similar—often highly
similar—constructs.

MOTIVATIONS FOR PARTIALING

Partialing is frequently motivated by one of two concerns, which map onto the two general
approaches to partialing reviewed in the section above. One such concern, prediction, is the
desire to evaluate the unique association of one or more independent variables in a set with an
outcome variable as in Equation 1 ( Jaccard et al. 2006). This rationale for partialing may take
three forms. One rationale is to evaluate the association of a single focal variable with an outcome
variable while accounting for its overlap with a set of independent variables; apart from partialing
them from the focal independent variable, the associations of the other independent variables
with the outcome variable are not of interest. The evaluation of the incremental validity of a
new measure after taking into account one or more established measures is an example. A second
rationale is to simultaneously evaluate the associations of a number of independent variables with
an outcome variable; all associations are of interest, and each is estimated while controlling for
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all others in the set. Evaluation of the relative unique contribution of independent variables in
a set with the goal of identifying the most important is an example. A third rationale involves a
differentiation of independent variables in a set, with some designated as covariates and others
as predictors. The goal is to estimate the associations between the predictors and the outcome
variable after removing overlap with the nuisance covariates.

A second concern, construct validation, is the attempted refinement of a measured variable
to better align with a conceptual definition of the construct it was designed to measure and to
differentiate it from similar constructs (Strauss & Smith 2009). As described above, this form of
partialing is typically accomplished using Equation 2. An assumption underlying this concern is
that the variable as measured is so contaminated by extraneous influences that the construct’s
association with other variables cannot be determined. The contamination might result from in-
advertent measurement of a construct other than the focal construct (e.g., neuroticism inmeasures
of psychological distress; Batty et al. 2016) or the difficulty of designing measures that uniquely
capture constructs that are highly similar (e.g., guilt and shame; Averill et al. 2002). In either case,
partialing the confounding construct from the construct of interest aims to refine measures of the
construct and clarify associations with other constructs.

POTENTIAL CONSEQUENCES OF PARTIALING

The goal of partialing is straightforward: Remove variance in a measured variable attributable to
sources other than the intended construct while leaving intact variance attributable to the intended
construct. Moreover, as described above, the analytic approaches to partialing are straightforward
as well. Yet, for reasons we introduce in this section and detail in the remainder of the article, the
likelihood of unintended and undesirable consequences when partialing is high. In this section we
provide a conceptual description of how partialing works as a means of illustrating how it can go
awry.

Figure 1 depicts potential sources of variance in three hypothetical variables. The variable
labeled A is a measure of the construct of interest assumed to be contaminated by another con-
struct. The variable labeled B is a measure of the construct to be partialed fromA. And the variable
labeled C is the partialed variable assumed to be a refined and uncontaminated version of A. We
have labeled a set of hypothetical sources of variance to illustrate how partialing can produce a
variable that is an unsatisfactory representation of the construct of interest.

Focusing first on A, we assume that the majority of the variance in scores is attributable to the
focal construct but that, in addition to unreliability, variance in scores is attributable to a single
identified contaminating construct and a number of unspecified additional, potentially unknown,
constructs. Moving to B, we have assumed that the preponderance of variance is a reflection of
the construct to be removed from A but that, beyond unreliability, some variance is attributable
to the focal construct, with an additional share attributable to other constructs that may or may
not correspond to that same share in A. Finally, compared with A, variance in C is reduced as a
result of removing the influence of the contaminating factor.

A closer examination of C highlights some of the concerns in interpreting a partialed variable.
Note that the proportion of variance in the partialed variable attributable to the focal construct is
less than the proportion in the variable as measured. This can be attributed to three factors. First,
we avoid the unrealistic (though unverifiable) assumption that the influence of the contaminating
construct has been removed entirely. Second, we assume that the measure of the confounding
construct is, to some extent, influenced by the focal construct and that this shared portion of
the focal construct is removed through partialing. Finally, we assume that neither unreliability
nor the influence of unspecified constructs (i.e., systematic error) has been removed (Westfall &
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Figure 1

Hypothetical partitioning of variance of scores on measures of a focal construct, A; a contaminating
construct to be partialed, B; and the partialed form of the focal construct, C.

Yarkoni 2016, Zinbarg et al. 2010).1 The result is a variable that is less reliable and less reflective
of the focal construct, though the influence of the contaminating construct has been diminished
as intended. Importantly, variance that is shared and therefore removed through partialing may
be essential to the full expression of the focal construct. Finally, other components outside of the
focal and contaminating constructs may begin to exert more influence as they constitute larger
portions of the partialed variable. In short, under conditions that are likely typical of measures

1The increase in unreliability can be seen in the formula for the reliability of the partialed variable rCC =
rAA−r2AB
1−r2AB

, where A, B, and C correspond to the variables in Figure 1.When A and B are uncorrelated, the right

side of the formula simplifies to rAA. The variable rCC is increasingly reduced relative to rAA as the correlation
between A and B increases. The formula assumes no shared systematic error variance.
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involved in partialing analyses, the likelihood that a partialed variable is a valid expression of the
focal construct free from the influence of contaminating constructs is much lower than assumed.

PARTIALING IN PRACTICE

There are many ways in which partialing through multiple regression analysis is used in clinical
research.2 Some are straightforward and carry little risk of misinterpretation; others pose seri-
ous interpretive problems. We review several of the most common uses below and highlight the
interpretive issues that may arise in each case.

The most straightforward use of partialing in a predictive context involves controlling for con-
founds or alternative explanations for a relation between two focal variables, x1 and y. In this
case, the question is whether the observed relation between x1 and y is reduced or eliminated
when other variables are introduced. This approach has been widely used in studies examining
the relation between maternal smoking during pregnancy and later disruptive behavior in the off-
spring. A relation between smoking during pregnancy and conduct problems and/or hyperactivity
in offspring has been observed in multiple studies (Ruisch et al. 2018). Such a relation could be
confounded by many other variables including low parental socioeconomic status, earlier preg-
nancy, poorer prenatal care,more stressful life events,maternal psychopathology (e.g., depression,
antisocial behavior), and genetics. Analyses attempting to examine this causal relation typically in-
clude potential confounding variables in the regression to see if the relation between smoking
and conduct problems in offspring can be eliminated (e.g., Maughan et al. 2001). In cases such as
these, the question is primarily predictive: Does prenatal maternal smoking predict offspring be-
havior problems after controlling for potential confounding variables? Nothing is inferred about
the construct or measure of maternal smoking.

Partialing is also frequently employed in longitudinal designs, either in analyses of change or
in autoregressive paths. In the residual change score approach, earlier scores on a construct (e.g.,
Time 1 drug use) are partialed from later scores of the construct (e.g., Time 2 drug use). This
partialed variable, which represents that part of the Time 2 construct that cannot be predicted
from the Time 1 construct, is then predicted using other Time 1 constructs. Observed predictive
relations are interpreted as predicting new drug use at Time 2. This approach was employed by
Geisner et al. (2018) to examine the role of impulsivity and employment on postcollege alcohol
use. In predicting later alcohol use, these authors controlled for previous use and a number of
other covariates (i.e., age, gender, race, adaptability, negative affect, marijuana use, and financial
stress) before examining the contributions of employment and impulsivity.

Multiple regression is also used in attempts to isolate the contribution of each of several predic-
tors. In these analyses, multiple predictors are entered simultaneously to predict an outcome, and
the partial coefficients (e.g., B’s, β’s, partial and semipartial correlation coefficients) are examined
for significance. These analyses are more interpretively problematic than those described above.
For example,Walton et al. (2018) examined the unique contributions of the NEO PI-R personal-
ity facets to several forms of psychopathology: substance use disorder, anxiety, and fear. The NEO
PI-R is a self-report assessment of the five-factor model of personality that consists of five broad
domains, each underlain by six facets. Walton et al. regressed each of the three psychopathology

2The concerns discussed here are relevant for uses of ANCOVA as well—specifically, cases in which a co-
variate is correlated with an independent variable as in quasi-experiments (Miller & Chapman 2001, Zinbarg
et al. 2010). When ANCOVA is used to analyze data from randomized experiments, its effect is solely on the
dependent variable (Darlington & Hayes 2017, pp. 603–11); thus, its effect does not involve partialing in the
form this article addresses.
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outcomes onto the six facets within each domain to isolate the contribution of each facet to each
outcome.

Finally, partialing is used to residualize scores on a measure of a construct to remove variance
shared with one or more extraneous constructs in an effort to purify the construct of interest and
to reveal its true nature and effects. This is often done when one or more constructs are thought to
differ conceptually but are relatively highly related empirically. In some analyses, this involves en-
tering an extraneous construct at the first step in a regression and using other variables to predict
the variance that remains in the construct of interest. In other analyses, the overlapping variance
is removed from one or both variables by regressing one variable on the other and saving the
residuals as described above. These residualized scores are then correlated with other constructs
of interest to highlight differences between them. Such analyses have been used frequently in the
study of proactive and reactive aggression (e.g., Miller & Lynam 2006, Raine et al. 2006), shame
and guilt (e.g., Bannister et al. 2019, dos Santos et al. 2020, Fee & Tangney 2000), perfectionistic
strivings and concerns (e.g., Aldea & Rice 2006, Hill 2014, Hill et al. 2010), and the Dark Triad—
the simultaneous examination of psychopathy, narcissism, and Machiavellianism (e.g., Jonason &
Tome 2019, Lyons et al. 2017, Sleep et al. 2017). For example, Jonason et al. (2014) examined
the relations between several measures of deception and measures of the Dark Triad traits. Af-
ter presenting the zero-order correlations, the authors reported the partialed relations for each
construct (e.g., the association between psychopathy with narcissism and Machiavellianism par-
tialed from it and self-rated deception ability). Although the zero-order relations were generally
the same for the Dark Triad traits across indices of deception, the partial relations frequently dif-
fered from one another in terms of statistical significance. Interpretive priority was given to the
partialed relations. In some cases, only the multivariate, partialed analyses are reported, obscuring
the substantive differences that can occur across analytic approaches (e.g., Kowalski et al. 2018).

The uses of partialing that raise conceptual concerns extend beyond the multiple regression
framework. In conditional independence network analyses (Costantini et al. 2015, Cramer et al.
2010), which have been used to model complex, causal dynamical systems (e.g., personality, psy-
chopathological symptoms), networks are derived from partial correlations among the network
variables while the overlap is controlled for among all variables included in the network. Simi-
larly, partialed variables are the main constructs of interest in the study of personality nuances,
which have been defined as “the lowest level at which patterns of responses to questionnaire items
continue to have reliable specific variance” (Condon et al. 2020, p. 925). In studies of personality
nuances, items are residualized by removing the variance they share with higher-order factors and
then correlated with various outcomes. For example, Mõttus et al. (2017) residualized each of the
240 items of the NEO PI-R by removing variance associated with the facet to which the item
belonged (calculated without the items) and all other facets. Finally, partialing is also of concern
in the use of the bifactor model, which includes a general factor (onto which all items/scales load)
and a series of specific factors that are, by necessity, orthogonal to the general factor (e.g., Watts
et al. 2019).

These uses of partialing can produce unintended consequences. The first two uses of partialing
(i.e., control for confounds, residual change scores/autoregressive paths) are relatively interpre-
tively straightforward with one exception: suppression.3 Under suppression, the introduction of
a variable, x2, increases the predictive validity of x1 and/or produces a change in the direction
of its effect on y (MacKinnon et al. 2000). In the prenatal smoking example, suppression would
occur if the introduction of a potential confounder (e.g., maternal depression) increased rather

3Suppression is also problematic for all subsequent uses of partialing.
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than decreased the size of the relation between maternal prenatal smoking and offspring behavior
problems. In essence, suppression leads to a relation between x1 and y that was not present at the
zero-order level and that cannot be attributed unproblematically to the construct of interest. If the
intention is pure prediction (i.e., to account for as much variance as possible in the outcome), then
the introduction of a suppressor is beneficial. However, if the intention is to study a causal relation
or make inferences about the content of a construct, then this is complicated by the existence of a
suppressor.

The other approaches (i.e., unique correlates, residualized variables, network analyses, per-
sonality nuances, and bifactor models) are interpretively problematic even in the absence of
suppression. Several factors contribute to these problems. First, as noted above, the residual vari-
ables contain relatively more error than their raw counterparts, which will lead to instability in
the estimates of their associations with other variables (for an example using the Dark Triad, see
Vize et al. 2020b). Second, and more problematically, it is difficult to know what these partialed
variables actually reflect. With unpartialed variables, the researcher can examine item content to
understand what is being assessed; such content is not available for residualized variables. For ex-
ample, in the abovementioned Walton et al. (2018) study, facets within a domain are all aspects
of the same domain and are, therefore, highly intercorrelated; in that study, correlations between
facets within a domain ranged from 0.28 to 0.61. Within extraversion, what is positive emotion
once the variance it shares with warmth, gregariousness, assertiveness, activity, and excitement
seeking is removed? Empirically, this difficulty can be seen in a comparison of the significance tests
of zero-order correlations and corresponding regression coefficients. All facets of neuroticism are
significantly, positively correlated with substance use disorder, but there are no statistically signifi-
cant effects for any neuroticism facets in the regression analysis.Within extraversion, warmth and
gregariousness are negatively correlated and excitement seeking is positively correlated with sub-
stance use disorder. In the regression model, excitement seeking is the only significant predictor,
and its semipartial correlation is twice the size of its zero-order correlation. The same interpretive
problems plague the Jonason et al. (2014) analyses. What is Machiavellianism when the variance
it shares with narcissism and psychopathy is removed? How is one to interpret the vastly different
relations to deception seen across the zero-order and semipartial correlations? Similar interpre-
tive concerns apply to network analyses (e.g., Bringmann et al. 2019, Forbes et al. 2019, 2021,
Hallquist et al. 2021), personality nuances, and bifactor models (Bonifay et al. 2017, Watts et al.
2019).

EFFECTS OF COLLINEARITY, UNRELIABILITY,
AND MAGNITUDE OF ASSOCIATIONS

The rationale for concerns about partialing is long-standing and clear, as evidenced by published
results justifying those concerns across a range of topic areas in clinical science. Yet, relatively little
is known about the particular analytic circumstances most likely to result in problematic results
and interpretation involving partialed variables. To help fill that gap, we present results from two
simulation studies that focused on factors likely to affect the degree to which partialing distorts
associations and obfuscates the meaning of variables and the constructs they represent. In this
section we describe a simulation focused on patterns of association among three variables: a focal
predictor, x1; a variable partialed from it, x2; and an outcome, y. We varied the magnitude of the
association between x1 and x2 and their associations with y. For reasons illustrated in Figure 1,
we expected interpretational problems produced by partialing to be magnified in the presence of
unreliability. To evaluate the degree of this expected magnification, we compared partialed effects
across levels of the x1, x2, and y associations assuming that x1 and x2 were measured with either
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perfect (ρxx = 1) or less than perfect (ρxx = 0.75) reliability. The full design of the simulation study
is reflected in the layout of Figure 2.

Figure 2a shows that, when x1 and x2 are uncorrelated and measured without error, the cor-
relations of the raw and partialed predictor with the outcome are virtually identical at all levels
of rx2y considered. Comparing this pattern with the one in Figure 2e shows a slight tendency to-
ward suppression as the x2y correlation increases, despite no correlation between x1 and x2—an
artifact of using covariances in the data-generating model that are converted to correlations for
presentation (Cudeck 1989).

The more interesting panels in Figure 2 are those in which the focal variable and the variable
partialed from it are correlated. Looking across the second, third, and fourth panels (Figure 2b–
d, f–h) and comparing between rows shows that although the patterns are the same, the steepness
and spread of the raw versus partialed effects of x1 on y are magnified when x1 and x2 are mea-
sured with typical error. The second and third panels in each row (Figure 2b,c, f,g) represent the
relatively common circumstance in which x1 and x2 are positively correlated with each other and
both are correlated with y. In the absence of measurement error, when the correlation between
x1 and x2 is moderate (Figure 2b), the effect of partialing is to reduce the association between
the focal variable and the outcome, increasingly so as the association between the variable to be
partialed and the outcome increases. In the presence of measurement error with the same pattern
of correlations, the effect of partialing is both more pronounced and more complex, sometimes
reducing and sometimes increasing the association between x1 and y. When the correlation be-
tween x1 and x2 is strong (r = 0.75), a magnitude not unusual when partialed forms of variables
are produced through residualization (e.g., guilt and shame, proactive and reactive aggression),
the differences between the association of raw and partialed forms of the focal variable and the
outcome are pronounced. When x1 and x2 are measured without error (Figure 2c), the x1y cor-
relation is increasingly reduced as the x2y correlation increases when the x1y correlation is low.
However, when the x1y correlation is relatively high (r = 0.50), partialing is as likely to produce
suppression as attenuation. As is evident across the figure, this pattern is pronounced in the pres-
ence of measurement error. When x1 is partialed, the x1y association is highly underestimated
when the x2y association is weak but highly overestimated when the x2y association is strong.

The rightmost panels in each row (Figure 2d,h) correspond to a pattern of associations be-
tween the variables likely to produce suppression: x1 and x2 are negatively associated with each
other (r = −0.50) but positively associated with y. The expected suppression is evident in both
panels, with all points falling above the reference line. The extent of suppression increases as the
correlations of x1 and x2 with y increase. In the presence of measurement error, relatively mod-
est correlations between x1 and y and between x2 and y produced substantial suppression effects
suggesting a much stronger association between the partialed focal variable and the outcome than
between the raw focal variable and the outcome.4

The simulation results show the patterns of association that are most likely to yield discrepant
estimates of association between the outcome and the focal variable in raw and partialed forms.
The discrepancies are particularly concerning when the correlation between the focal variable and
the variable to be partialed from it is strong and positive or negative. In such cases, the researcher
is left with the challenge of correctly interpreting what has been removed from the focal variable

4Also evident in the panel showing the pattern in the presence of measurement error (Figure 2h) are missing
points at higher levels of the x1y and x2y associations. To incorporate unreliability and the assumed regression
model into the simulation, we imposed constraints on the data-generating model. With those constraints,
there was no solution for the graphed values when rx1 x2 was high. The constraints and other features of the
simulation are described in the documents available at https://doi.org/10.17605/OSF.IO/AGU4R.
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Figure 2 (Figure appears on preceding page)

Results of simulation showing the influence of the correlation between a predictor (x1) and a partialed variable (x2), the correlations of
x1 and x2 with an outcome (y), and unreliability of x1 and x2 on estimates of the partialed effect of x1 on y. Graphs in the top row
(panels a–d) assume ρxx = 1 in the population; those in the bottom row (panels e–h) assume ρxx = 0.75. Within each row, panels differ
in the correlation between x1 and x2 in the population. Lines plotted within panels correspond to five levels of association between x2
and y in the population. The x axes reflect increasing correlation between raw x1 and y. The y axis is the association between partialed
x1 and y. In each panel, the dashed red reference line corresponds to equal values of the raw and partialed r’s.

that altered its association with the outcome. The interpretation is particularly challenging when
the association between the focal variable and the variable to be partialed from it is negative, as
this pattern may reveal an apparent association between the partialed form of the focal variable
and the outcome that was not evident for the raw form of the focal variable. These challenges are
further complicated by the magnifying effect of measurement error on the discrepancies between
the raw and partialed associations.

RESIDUALIZATION AND CONSTRUCT OBFUSCATION

Although the first simulation is informative, it lacks the important element of knowledge about
the constructs on which the correlations are based.Our second simulation adds this element along
with a consideration of how sample size may affect inferences about estimates of associations
involving partialed variables. Specifically, we considered the case of the Dark Triad: the correlated
constructs of Machiavellianism, narcissism, and psychopathy. Rather than simulated population
data, we treated as population data responses from a combined sample of respondents (N= 2,432)
from four studies that included measures of the Dark Triad constructs and the five-factor model
(Collison et al. 2018, Miller et al. 2017, Rose et al. 2023, Vize et al. 2020a). Details about the
sample and measures are available at https://doi.org/10.17605/OSF.IO/AGU4R.

Unlike in the first simulation, we did not manipulate the pattern of correlations between the
variables of interest. Rather, we estimated correlations from the data based on samples of different
sizes from the population data set, across which the correlations in the population between Dark
Triad variables were ρMn = 0.41, ρMp = 0.60, and ρnp = 0.44. Specifically, we drew 10,000 random
samples (with replacement) each of size 1,000, 500, and 200. For each of the resultant samples we
obtained two correlations between each of the Dark Triad constructs and the 30 facets of the five-
factor domains. Zero-order correlations are the associations of raw scores on Machiavellianism,
narcissism, and psychopathy with personality facet scores. Semipartial correlations are the associ-
ations of each of the Dark Triad variables after the other two have been partialed from it with the
facet scores. Partialed forms of the Dark Triad variables are residuals from regressing each variable
on the other two. In addition to the median of the 540 correlations, we examined observed ranges
across the 10,000 data sets of each size. These results are presented in visual format in Figure 3.
Of specific interest in the figure are (a) the gap between the median zero-order and semipartial r’s
and (b) the degree of overlap in the ranges of estimates around the medians.

Before commenting on specific patterns for each Dark Triad variable and set of personality
facets, we note a general finding related to sample size. As is to be expected, sampling variability is
lower with larger samples. This can be seen in Figure 3 in both the increasing width of the ranges
moving left to right in each row of panels and the increasing width of the region of rejection for
statistical tests. The width of the range and region of rejection change in tandem as a function of
sample size, though the median estimates are more likely to fall outside the region of rejection for
the larger N’s. This characteristic of the general pattern can be seen by focusing specifically on
r’s between the personality facet n6 (i.e., sixth facet of neuroticism) and Machiavellianism.When
N = 1,000 or 500, the median estimate of the zero-order r is positive and significant; the median
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Figure 3 (Figure appears on preceding page)

Results of simulation showing the differences between zero-order and semipartial correlations for each Dark Triad variable across
personality facets at three sample sizes. The horizontal axis in each panel is magnitude and direction of correlation coefficient. The
vertical dashed red reference lines designate the region of statistical nonsignificance in a test against zero (p < 0.05). For each facet, the
median zero-order r and the semipartial r are shown. The ranges are indicated by a black solid line for the zero-order r and a gray
dashed line for the semipartial r.

estimate falls within the region of rejection forN= 200 and, therefore, is not significantly different
from zero. The median estimate of the semipartial r is not significantly different from zero at any
sample size. The ranges for the two r’s are highly overlapping, which contrasts with the ranges for
n5 and Machiavellianism; when N = 1,000, the overlap of the two ranges is only about 50%.

Turning to specific patterns that illustrate the interpretive challenges associated with corre-
lations involving partialed variables, first note that there is no clear pattern to the differences
between the zero-order and partialed correlations. To more formally examine the pattern, we cor-
related the profiles of zero-order and semipartial correlations across the 30 personality facets for
each of the Dark Triad variables using a double-entry correlation. The results are presented in
Table 1. Because of the large number of samples, the sampling distributions are stable across
sample sizes; the mean intraclass correlation coefficients (ICCs) are the same within rounding.
Although the patterns are similar, on average, for narcissism and psychopathy, such is not the case
for Machiavellianism.Moreover, when considering the range of observed ICCs across the 10,000
samples and focusing specifically on the lower limit of the ranges, profiles could be only modestly
similar in any particular study at a sample size typical of clinical research.

Returning to Figure 3 and focusing on the panel in which N = 1,000 for Machiavellianism,
notice that for some facets, the ranges of observed correlations do not overlap (e.g., e5, a2, c6).
Moreover, in a subset of these cases, the statistical test against zero is always rejected for the zero-
order r but highly unlikely to be rejected for the semipartial r (e.g., a5, c6).Consistent with the ICC
results, the differences between the two coefficients across facets are smaller for narcissism and
psychopathy, but strong differences are nonetheless evident.Within theN= 1,000 panels for nar-
cissism and psychopathy, the full ranges of the observed correlations for a4 and a5 do not overlap.
The impact of partialing on the magnitude of these correlations is consistent and strong.The like-
lihood of observing suppression can be seen in the pattern of differences for the agreeableness and
conscientiousness facets. For example, for narcissism in theN= 1,000 condition, the median zero-
order r for c3 is significant and negative, but the median semipartial r is significant and positive.
For c3, both coefficients are positive and significant, but the median for the semipartial r is above

Table 1 Mean and range of intraclass correlation coefficients between median zero-order and
semipartial correlations for each Dark Triad variable with 30 personality facets for 10,000
samples of three sizes

Machiavellianism Neuroticism Psychopathy
N = 200

Mean 0.52 0.83 0.81
Range 0.09–0.82 0.52–0.98 0.47–0.95

N = 500
Mean 0.51 0.83 0.82
Range 0.20–0.73 0.63–0.94 0.65–0.91

N = 1,000
Mean 0.50 0.84 0.82
Range 0.31–0.67 0.71–0.92 0.73–0.90
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the upper end of the range for the zero-order r. For Machiavellianism, the sign of the coefficients
flips frompositive for the zero-order r to negative for the semipartial r (median values significant in
both cases). Amore common pattern is for the zero-order r to be significant but the corresponding
semipartial r to be nonsignificant (e.g., for narcissism—a2, a4, a6, c6). In short, nearly every form
of difference between the zero-order and semipartial r’s is evident across the personality facets.

These problematic patterns are more likely and less predictable when sample size is closer to
what is typical in clinical research. Referring to the rightmost panels in each set, given the wide
and overlapping ranges of the zero-order and semipartial r’s when N = 200, the difference could,
for a specific study, be small or large, reflecting a semipartial r that is weaker or stronger than
the zero-order r, with signs that are the same or different. When sample size is modest, inter-
pretational problems that arise from partialing are exacerbated by the unlikelihood of replication
across similarly powered studies. Replication of significant semipartial effects across independent
samples is necessary to ensure that they are not Type I errors.

RECOMMENDATIONS

We have provided evidence that partialing as typically practiced in clinical psychology research
(a) often does not serve the purpose for which it was intended and (b) often does not produce
results that can be interpreted with reference to the constructs of interest. Yet, partialing typically
is motivated by understandable concerns about the clarity of constructs as measured and infer-
ences about their associations with other constructs. The challenge, then, is how to better manage
the conceptual and inferential challenges that lead researchers to use the partialing methods we
have shown to be problematic. Although no single technique or strategy can fully address those
challenges, it is important that potential solutions do not, as is the case with partialing, create ad-
ditional conceptual and interpretational problems. To that end, we propose greater precision and
rigor through the use of alternative conceptual, analytical, and measurement strategies.

Theory-Informed Statistical Modeling

In practice, covariates and nuisance variables are often included in statistical models with neither
adequate justification nor a conceptual understanding of how the focal variable and variables to
be partialed from it relate to each other and to outcome variables they might be used to pre-
dict. This concern was referred to more than half a century ago by Meehl (1971) and has been
echoed by others in the years since (e.g., Hünermund & Louw 2005, Jaccard et al. 2006, Kim
et al. 2021, Lawson & Robins 2021, Lynam et al. 2006, Miller & Chapman 2001, Schneider et al.
2015, Spector & Brannick 2011,Wright 2021). Effectively addressing this concern requires mov-
ing beyond atheoretical partialing ( Jaccard et al. 2006) to specifying thoughtfully and explicitly
the nature of the association between a focal variable and variables to be partialed from it (Lawson
& Robins 2021, Spector & Brannick 2011). Specified as such, it may become evident that multi-
ple regression analysis or one of the multivariate models that rely on partialing discussed earlier
would not be appropriate for addressing overlap between variables as they relate to a process or
mechanism of interest.

Most fundamentally and as illustrated in the first simulation presented above, the association
between a focal variable and control variables is not the only association of relevance in the context
of prediction models. The extent to which each is associated with an outcome variable influences
the effect of partialing on statistical results. Thus, at the most basic level, moving beyond atheo-
retical partialing requires a theoretical account of how the focal and control variables are related
as well as an account of how the control variables are related to the outcome. That is to say, the
researcher needs a theory, or at least a defensible argument, about what part of the focal variable
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is associated with what part of the outcome variable when partialing is used. Although the ac-
count could be incorrect, it at least attempts an explanation for anticipated differences between
zero-order and semipartialed associations that precedes knowledge of the results, thereby avoid-
ing a questionable measurement practice (Flake & Fried 2020). It also guards against the mindless
inclusion of covariates, often for no reason other than that it is what others have done (Stark &
Saltelli 2018) and with no clear explanation of how they influence the statistical association of
interest.

In the absence of relevant theory, it is incumbent on researchers who routinely use partialed
variables to examine differences between the associations of raw and partialed forms of variables
with well-understood variables that may or may not have an obvious theoretical connection to the
variable of interest. Our use of the personality facets from the five-factor model to compare raw
and partialed forms of the Dark Triad variables in the second simulation study is an example (see
also Sleep et al. 2017). A similarly informative comparison can be done at the item level.Vize et al.’s
(2020b) use of item-level personality scores to examine differences between raw and residualized
Dark Triad variables is an example. Strategic comparisons can provide a basis for theorizing about
associations involving the construct of interest, which can provide a basis for improved modeling
of semipartial effects in prediction models.

Flexible Analytic Approaches Plus Simple Associations

Multiple regression analysis and, for quasi-experimental studies, ANCOVA are the most fre-
quently used analytic approaches for estimating the effect of a focal variable on an outcome while
accounting for competing or extraneous influences. Yet these analytic approaches are limited in
the types of associations between focal, control, and outcome variables they can model.Moreover,
they do not, by default, provide zero-order correlations, which are essential to understanding
how partialing affects associations between the variables. Of the seven forms of association be-
tween a focal variable, a control variable, and an outcome variable described by Jaccard et al.
(2006), only two are correctlymodeled usingmultiple regression analysis.5 Even for those straight-
forward models, information beyond what is typically provided in statistical output from these
analyses (i.e., zero-order correlations) is needed to interpret the impact of accounting for ef-
fects of the control variable on the estimates of the associations between the focal and outcome
variables.

When theory or logic points to a causal association between a focal variable and a control
variable, or an indirect effect of either the focal or control variable on the outcome variable, an
analytic approach more flexible than traditional approaches is required. Structural equation mod-
eling (SEM), of which multiple regression and ANCOVA are special cases, offers the necessary
flexibility to model direct associations between focal and control variables and indirect effects of
either on outcome variables. SEM has the added benefit of providing a means of addressing unre-
liability of measurement, thereby eliminating the complicating effects of that source of variance
on partialed effects (Wang & Eastwick 2020, Westfall & Yarkoni 2016). SEM offers flexibility in
the specification of multiple relations between variables in a model, and, as such, it is a natural fit
for analyses based on theory-informed models as described above.

5Denoting the focal variable as X, the control variable as C, and the outcome variable as Y, the seven causal
models described by Jaccard et al. (2006) are (a) X and C are corrected causes of Y; (b) C causes X, which causes
Y; (c) X causes C, which causes Y; (d) X causes Y directly and indirectly through C; (e) X and C are correlated,
but only X causes Y; ( f ) C causes X and Y; and (g) C causes Y directly and indirectly through X. Multiple
regression analysis is appropriate for Models a and e, though the test of the focal regression weight in Model e
is underpowered because the associated standard error is inflated.
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Whether multiple regression analysis, ANCOVA, or a more flexible analytic approach such as
SEM is used, zero-order correlations should always be reported alongside any effects involving
partialed forms of variables (Funder & Ozer 2019, Vize et al. 2018). Because scores underlying
zero-order correlations are based on item responses, the nature of the covarying constructs is
transparent if not always clear. Zero-order correlations can be compared within and between
studies, allowing statements about the relative magnitude and consistency of associations. They
are based on full versions of the constructs as measured, including overlapping but also essen-
tial features of the constructs of interest. Echoing a point made above and illustrated in the first
simulation, understanding what partialing is doing requires going beyond comparing zero-order
and semipartial associations between a focal variable and an outcome variable. Information about
the zero-order associations between focal and control variables as well as between control and
outcome variables is necessary to fully appreciate how partialing changes an effect of interest and
to offer a defensible interpretation of the partialed effect. Although reporting zero-order corre-
lations between raw scores is somewhat common with multiple regression analysis, it should be
required. Moreover, to the extent possible, partialed effects should be interpreted, both statisti-
cally and conceptually, with explicit reference to those correlations, and differences across the two
should be acknowledged. Importantly, however, researchers must guard against undisclosed re-
searcher degrees of freedom in terms of statistical inference (Simmons et al. 2011), stating a priori
(ideally in a preregistration) whether estimates and tests will be interpreted for the zero-order or
the semipartialed effects, which often will disagree.

Reducing the Need to Partial Through Better Measurement

Our recommendations to this point have assumed the use of measures that capture more than the
construct of interest, complicating the interpretation of observed associations between raw scores
on the measures and other variables. Partialing is necessitated by such imprecise measurement,
which stems, in part, from underdeveloped or problematic conceptualizations of constructs. As
such, the most efficient path to a reduction in partialing in clinical science is better conceptual-
ization and measurement. We acknowledge that the nature of the constructs clinical researchers
measure may make it difficult to design measures that are not contaminated by unintended in-
fluences (e.g., symptom clusters). Nevertheless, we assume that measurement could be better and
that the issues problematically addressed by partialingmay help guide development of those better
measurement practices.

Essential to the development of sharper conceptualizations and better measures is the process
of construct validation (e.g., Clark & Watson 1995, Cronbach & Meehl 1955, Loevinger 1957,
Strauss & Smith 2009). The process begins with an explicit and detailed articulation of a con-
struct, which includes stating its expected associations, in terms of sign and strength, with other
constructs. As part of an ongoing, dynamic process, one then evaluates the degree to which a
potential new measure of the target construct relates to other constructs as expected. Results of
the evaluation may lead to refinements of the candidate measure (dropping, adding, or rewording
candidate items) or adjustments to the conceptualization of the construct. Thus, conceptualiza-
tion of the construct changes to some degree, and the candidate measure is updated accordingly.
In this way, scores produced by a measure are not broadly assumed to be construct valid because
construct validation is an ongoing process. Similarly, measurement development should always be
an iterative process in which obtained results are used to strengthen and hone a measure (Clark
& Watson 1995).

A critical concern in measure development, one that anticipates the problems we have high-
lighted, is minimizing overlap between the construct and its candidate measure with “sibling
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constructs” (Lawson & Robins 2021). Effectively addressing construct overlap during measure
development is the most efficient means of minimizing the need for partialing or, when overlap is
unavoidable, facilitating clearer interpretation of partialed associations. In this regard, it is impor-
tant to specifically consider the constructs most covarying/comorbid with the target construct,
as those will be the most likely ones used in the partialing practices described above (Smith &
McCarthy 1995). In general, overlap between measures of different constructs can be reduced by
identifying the conceptual core of a construct and writing items targeted at it while minimizing
content that captures antecedents, outcomes, or correlates. Yet, despite efforts to sharply define a
construct and write items intended to reflect only core features of it, researchers may nonetheless
find substantial empirical overlap between target and sibling constructs. For example, efforts to
develop a new measure of depression with minimal overlap with existing measures of anxiety may
prove difficult because some overlap beyond their shared features may lie with existing measures
of anxiety. In this way, researchers may need to create measures of both their target construct and
sibling constructs if they are to have better isolation of constructs in their own research.

Putting forward a detailed conceptualization of a construct, as well as its nomological network,
will aid in avoiding the pitfall of including items that reflect sibling constructs instead of solely
items focused on the core of the construct. Yet, articulation of a detailed conceptualization and
items that map onto it does not guarantee that candidate items will not inadvertently reflect sibling
constructs. The detection of such items for elimination or refinement requires careful empirical
observation. Informative observation is enabled by the inclusion of measures of sibling constructs
at the stage of item development and selection. By correlating candidate items and scores on can-
didate item sets with sibling constructs, the researcher can detect items that best isolate the focal
construct from sibling constructs with the goal of an item set that, when scored as a composite,
minimizes overlap with sibling constructs. This back and forth between item selection and evalua-
tion of discriminant validity is best done at the point of measure development, though it may need
further consideration as a measure is used in research or as other sibling constructs are proposed.6

The challenge in this work is not forsaking fidelity to the conceptualization of the focal construct
in the interest of discriminant validity. Given psychology’s “crud factor” (Meehl 1990; see also
Orben & Lakens 2020), however, researchers must recognize that it will be next to impossible to
create perfectly clean and/or pure measures with no discriminant validity problems.

The process of measure development we have outlined is complicated by the fact that many
clinical constructs are multidimensional in nature. The field would benefit from the creation and
use of measures that acknowledge this reality and allow for a building block approach that allows
for cleaner and easier decomposition of constructs. If a researcher intends to assess a multidimen-
sional construct, homogeneous subscales assessing the dimensions should be created first; then
they may be combined to form the broader construct (Smith et al. 2009). Alternatively, existing
homogeneous measures of basic traits could be evaluated as potential building blocks for complex
clinical diagnoses or syndromes (for a review of successful efforts to build measures of personal-
ity disorders using personality facets, see Bagby & Widiger 2018). The result would be a better

6As this discussion makes clear, understanding what a set of items is measuring, or was intended to measure,
involves knowledge of item content. Items are evaluated and refined during the process of construct validation
(Loevinger 1957). Knowledge about the construct reflected in item content is lost when partialed forms of
scale scores are used in analyses. Moreover, evidence of structural validity (e.g., factor analysis) cannot be
determined.Thus, neither content nor structural validity can be evaluated for partialed variables. For partialed
variables, predictive validity is the only form of construct validation possible. If the partialed scores fail an
evaluation of predictive validity, the reason for the failure cannot be determined because the scores do not
reflect item content.
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understanding of the features that overlap in clinical constructs and disorders (e.g., negative af-
fectivity for depression and anxiety) as well as those that differentiate (e.g., anxiety–physiological
arousal; depression–low positive affect; Clark & Watson 1991). A deeper understanding of mul-
tidimensional constructs reflected in better measures of them would facilitate inferences and
interpretation when partialing cannot be avoided.

CONCLUSION

Progress in clinical science requires rigorous measurement of well-defined constructs that sup-
port unambiguous inferences from estimates and tests of associations between constructs. When
this requirement is met, statistical approaches aimed at refining variables to more closely match
the construct they were intended to reflect are not needed. Moreover, observed associations are
more likely to be replicable and interpretable than comparable associations involving variables
refined through statistical adjustments to scores. When a construct is either not well defined or
well defined but poorly measured, clinical researchers are required to engage in the questionable
measurement practice of partialing as a means of refining scores and isolating the construct of in-
terest.Our review has highlighted themany ways partialing distorts rather than clarifies the nature
and correlates of constructs. These range from producing to eliminating to reducing to increasing
to changing the direction of association between a variable based on a problematic measure and
correlates or outcomes.The distortion is magnified in the inevitable presence of unreliability. The
result is estimates and tests of association that are likely to vary widely across studies, especially
when sample sizes are modest, introducing rather than eliminating uncertainty about the nature
of the construct and its relations with other constructs. For this reason, we recommend deeper
thinking about the form of association between constructs and the use of more flexible statistical
approaches to modeling them when partialing cannot be avoided. At a more fundamental level,
new measures should be developed with reference to well-defined constructs and with due atten-
tion to the need to differentiate between similar constructs. Importantly, as theoretical models and
empirical findings in a literature accumulate, definitions of constructs should be sharpened and
measures better focused to reflect improved understanding. The result will be a more rigorous,
robust, and influential clinical science.

SUMMARY POINTS

1. Common uses of partialing are a questionable measurement practice because they at-
tempt to generate meaningful and replicable findings from measures known to be
contaminated by constructs they were not intended to measure.

2. Partialing is evident and often intentional in multiple regression analysis and certain uses
of analysis of covariance to control for nuisance variables; however, it is also present and
often unrecognized in an array of multivariate models increasingly common in clinical
science (e.g., network analyses, bifactor models). Interpretation of effects detected using
these models rarely acknowledges the potential distorting effects of partialing.

3. Partialing increases the relative proportion of error and nuisance construct variance and
has a negligible effect when there is no overlap between the focal and contaminating
constructs.

4. Our simulations show that partialing changes variables, often in ways that are dramatic
and not easily understood. It is difficult to know what is left in a variable once variance
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shared with other variables is removed. Partialed variables are interpretively opaque
relative to their raw counterparts.

5. Measurement error increases the uncertainty created by partialing. At levels of unreli-
ability typical of measures in clinical science, the effect of partialing is pronounced and
complex, sometimes reducing and sometimes increasing the association between a focal
construct and outcome.

6. Atheoretical partialing is particularly problematic because it assumes a pattern of as-
sociations between the focal, control, and outcome variables in predictive models that
may not accurately reflect the mechanisms that underlie their associations. It also con-
tributes to the common failure to distinguish between explanations for zero-order and
semipartial effects.

7. Commonly used statistical approaches such as multiple regression analysis and analy-
sis of covariance are limited in their ability to accurately reflect theoretically informed
mechanisms that may underlie the associations between focal, control, and outcome vari-
ables. For this reason, more flexible analytic approaches, preferably those that allow for
modeling unreliability, should be used to model partialed effects.

8. Better conceptualization and measurement of constructs would reduce the need for
partialing, thereby improving the replicability of effects and their interpretation.

FUTURE ISSUES

1. Many constructs in clinical science are inherently complex and likely will defy the most
rigorous attempts at clean measurement. Novel statistical approaches and strategies for
isolating constructs are needed that do not create the problems we have identified with
partialing as currently practiced.

2. The measurement of complex and multidimensional constructs could be improved by
focusing on careful measurement of unidimensional constituent features, which could
be weighted and combined to create measures of these constructs that are similar or
different from other constructs in ways that are easily identified.

3. Scale development efforts that emphasize discriminant validity at the candidate item and
scale phase of development anticipate cross-construct contamination and are recom-
mended. However, such efforts should take care to avoid losing focus on the conceptual
core of the construct of interest in an effort to minimize its overlap with other
constructs.

4. Better measures need to be constructed that allow broad constructs to be decomposed
into more homogeneous components. This should allow for clearer understanding of
what is removed and what remains following partialing.
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