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Abstract

Over the past several decades, computational fluid dynamics has been in-
creasingly used in the aerospace industry for the design and study of new
and derivative aircraft. In this review we survey the CFD application pro-
cess and note its place and importance within the everyday work of industry.
Furthermore, the centrality of geometry and importance of turbulencemod-
els, higher-order numerical algorithms, output-based mesh adaptation, and
numerical design optimization are discussed. Challenges in each area are
noted and specific suggestions for investment are made. The review con-
cludes with an outlook toward a future in which certification by analysis and
model-based design are standard practice, along with a reminder of the steps
necessary to lead the industry there.
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RANS:
Reynolds-averaged
Navier–Stokes

1. INTRODUCTION

The aerospace industry continually searches for new technologies to provide better products at
reduced costs and time to market. Computational fluid dynamics (CFD) is one such pivotal tech-
nology that the aerospace industry has invested in, shepherding its development and maturation,
and the industry has now witnessed the returns in terms of invaluable, and routine, application.
Prior to the 1960s, analytical methods combined with wind tunnel and flight test data were used
to guide aircraft design. Analytical methods were well developed, including the Kutta–Joukowski
theorem and Prandtl’s lifting-line theory. The slender wing theory and linearized supersonic the-
ory of Jones (1946) and Hayes (1947), respectively, were used in aerospace applications. These
methods, while incredibly valuable, result from substantial simplifications of the governing equa-
tions of fluid dynamics and therefore necessitated augmentation by empirical data to arrive at
adequate system performance predictions.

The advent of computing technology with sufficient power to solve less simplified forms
of the governing equations of fluid dynamics gave rise to numerical methods and modern CFD in
the early 1960s. As a result, panel methods were developed for predicting the lift of bodies using
the linearized potential equations ( Jameson 1987, Johnson et al. 2005). These included both 2D
and 3D formulations, which were used to improve wing design and aircraft mission performance
(Rubbert 1994) as a whole.

In the 1970s numerical algorithms for inviscid and viscous flows were being developed, and
this work continued throughout the 1980s. The first major breakthrough for a simulation of tran-
sonic flow with shocks was achieved by Murman & Cole (1971) using small-disturbance theory.
Later, Jameson & Caughey (1977) introduced a conservative finite-volume algorithm, which led
to the development of the FLO-27/28 code for transonic flow predictions. Boeing Commercial
Airplanes invested substantially in the maturation of this code, coupling it with the mesh gener-
ation capability of Thompson et al. (1974) and a boundary layer code, A411 (McLean & Randall
1979), for wing–body–nacelle design. This capability was a major workhorse at Boeing until the
early 1990s. During this same period, a full potential flow solver coupled with a boundary layer
solver, P582, was developed at Boeing for propulsion analyses (Reyhner 1981).

In the early 1980s, the X3D (Cosner 1985) RANS (Reynolds-averaged Navier–Stokes) solver
based on velocity-splitting was developed at McDonnell-Douglas Corporation (MDC) for fore-
body and inlet analysis of military configurations. (In industry there is a sloppiness in referring
to RANS capabilities as “Navier–Stokes codes” when, in most cases, a turbulence model is used
to directly solve for the mean field.We perpetuate the interchangeable use of terminology in this
review.) A zonal 3D mesh generation capability based on the work of Thompson et al. (1974)
and Sorenson (1980) was added to the process for enhanced capability. The solver’s discretization
was based on the finite-difference method. For turbulence closure it used the model of Cebeci &
Smith (1974). X3D was efficient and could turn around solutions on a reasonable grid of the time
(80,000 nodes) in a day on a VAX-11/780 computer. This code was used in the design and analysis
of the MDC F/A-18A Hornet and AV-8B Harrier inlets, among other applications. These two
aircraft became primary vehicles in the US Navy and Marine Corps, and X3D played a crucial
role in their development.

Other 2D, quasi-3D, and 3D Euler and Navier–Stokes (N-S) solvers aside from X3D were also
developed in the 1980s (e.g., Verhoff & O’Neil 1981), as were codes based on the full potential
equation, such as Boeing’s TRANAIR code ( Johnson et al. 2005), which is an adaptive unstruc-
tured mesh solver with coupling to an integral boundary layer method. TRANAIR is a valuable
tool with significant capabilities to handle complex geometries for lift and drag prediction at cruise
conditions, as well as in conditions with small regions of flow separation. It continues to be used
today, primarily in commercial wing design and assessment, owing to its accuracy and efficiency.
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Despite its value, TRANAIR is not a general-purpose flow solver and, thus, other methods
have also been developed and employed within Boeing (Buning et al. 1988, Kamenetskiy et al.
2014) that are better suited to analyzing a larger portion of the flight envelope and for treating
supersonic flows.

Many of the Euler and N-S solvers leveraged the developments of the finite-volume method.
Jameson et al.’s (1981) finite-volume algorithms, van Leer’s (1979)MUSCL (monotonic upstream-
centered scheme for conservation laws), and Roe’s (1981) approximate Riemann solver became the
basis for many Euler and N-S solvers within government labs and the aerospace industry. Robust
and accurate total variation diminishing schemes were devised that allowed for convergence in the
presence of discontinuities without reverting to global first-order accuracy (Chakravarthy et al.
1985). While finite-difference methods lend themselves well to structured mesh algorithms and
higher-order methods, the finite-volume method more naturally incorporates the principles of
conservation ofmass,momentum, and energy (consistent with physics) and handles discontinuities
by using the integral form of the governing equations. Over time, codes using these techniques
became dominant for industrial CFD applications.

With the computing power brought by Cray Research (X-MP and Y-MP supercomputers)
from the mid-1980s to the early 1990s, it was possible to simulate wing–body–nacelle configura-
tions and predict unsteady flow behavior for aircraft components. Some of the notable solvers
developed during this period were CFL3D (Computational Fluids Laboratory 3D) by NASA
Langley Research Center (NASA-LaRC) (Vatsa et al. 1989), NASTD (Navier–Stokes Three Di-
mensional) byMDC (Bush 1988),USA (Unified Solution Algorithms) by Rockwell (Chakravarthy
et al. 1985), and OVERFLOW by NASA Ames Research Center (Buning et al. 1988). These
solvers generally utilized structured grid topologies, organized in multiple blocks/domains, that
either abutted or overlapped each other. These N-S solvers were adopted by the aerospace indus-
try but could not be used as a design tool due to still insufficient computational power; they were
instead primarily used for risk mitigation and addressing issues observed in wind tunnel data. The
codes were primarily used by CFD experts, as opposed to program/project engineers, and reg-
ularly suffered from robustness issues. Their use was limited by the lack of robust closure (i.e.,
turbulence) models, their lack of residual convergence, their tedious requirements on grid quality,
and their long solution times; however, they shed light on the possibilities awaiting the field and
spurred continued investment.

In the 1990s and 2000s, the aerospace industry regularly applied 3D RANS codes under con-
ditions seen by an aircraft in cruise. CFD was also used heavily in design optimization, risk
mitigation, augmentation of wind tunnel data (e.g., including the impact of model distortion or
wind tunnel wall interference, providing Reynolds number corrections frommodel to flight scale),
and diagnosing observations from flight tests [e.g., F/A-18E/F asymmetrical lift loss, also known
as wing drop (Stookesberry 2001)]. CFD technology made significant contributions in aircraft
design and became a synergistic tool with wind tunnel and flight tests.

To further accelerate advancement of the CFD capability at affordable cost, in 1997 NASA
Glenn Research Center (NASA-GRC),Arnold EngineeringDevelopment Complex (AEDC), and
Boeing Defense, Space & Security (BDS) (then McDonnel-Douglas) merged their CFD capabil-
ities into a single CFD solver named Wind. The Wind code was the merger of the technologies
from NPARC (NASA Program for Applications-Oriented Research in CFD) (an AEDC and
NASA-GRC alliance) (Power et al. 1995), NXAIR (AEDC) (Tramel et al. 1997), and NASTD
(BDS) (Bush 1988), and it was based on the framework of NASTD. This merger, under the
NPARC Alliance, led to a powerful CFD-solver with significantly increased capabilities over its
predecessors. It was based on the finite-volume method; included complex boundary conditions
for modeling screens and actuator disks; solved the Euler, parabolizedN-S, thin-layerN-S, orN-S
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equations; used grid sequencing for convergence acceleration; and supported a variety of gas mod-
els ranging from calorically perfect through multispecies chemistry (Bush et al. 1998). Wind fea-
tured a parallelization model that was applicable to heterogeneous computing architectures (i.e.,
not all hardware used in a simulation had to be identical) and included fault tolerance. The CFF
(common file format) similar to, but developed earlier than the CGNS (CFD general notation
system) file format,was used throughout the entire CFDprocess (from grid generation to postpro-
cessing) for machine portability. TheWind code enabled collaborative CFD development among
government and industry partners. As a result, detailed documentation of the code for developers
and application users was created, best practices were devised, verification and validation (V&V)
test cases were gathered, and the capabilities of the code were rapidly expanded.Wind highlighted
the importance of CFD in aircraft design to the Department of Defense customers and served as
a case study in the creation of the CREATE-AV CFD software for defense product evaluations.

While Wind was an accurate and successful CFD tool, structured gridding around complex
shapes is quite time-consuming. In an effort to minimize grid generation time and accelerate the
overall CFD process, Boeing developed and matured unstructured mesh technology during the
early 2000s.Mesh mechanics and flow solvers were built, including the finite-volume code BCFD
(Boeing CFD) (Mani et al. 2004, Cary et al. 2009) and the finite-element code GGNS (general-
ized geometry Navier–Stokes) (Kamenetskiy et al. 2014). Portions of BCFD were used to extend
Wind to accommodate unstructured meshes, resulting in the birth of Wind-US. Other elements,
including the mesh mechanics/grid generation capability and boundary layer transition modeling,
were retained as proprietary to Boeing.BCFDhas continued to evolve and improve through active
development to enable adjoint-based shape optimization, to support and utilize mesh adaptation,
to exercise numerous scale-resolving methods, and to adapt to advances in computing architec-
tures. Similarly, GGNS is a robust second-order accurate finite-element RANS solver focused
on ensuring numerical iterative convergence. It shares the core mesh adaptation capability, EPIC
(Michal & Krakos 2012), with BCFD.

Thematuration of unstructuredmesh technology has fostered automation and significantly re-
duced the time an engineer spends on mesh generation, thus allowing a single individual to do the
work that would have required a whole team of people in the past. Of course, without commen-
surate improvements in high-performance computing (HPC) this would be largely for naught.
These advances have also expanded the use of CFD to a wider audience (a potential double-
edged sword) since the expertise needed for grid generation has been lessened to a certain degree.
The increased speed of grid generation, the automation of certain processes, the development
of adjoint-based mesh adaptation and shape optimization, and the expanded access to significant
HPC resources have brought CFD into a new era in which it is a critical and essential element of
digital design and model-based engineering (MBE).

In the remainder of this review, we expand on the role and value of CFD (Section 2), discuss
the modern CFD application process (Section 3), and elaborate on the evolution of current and
next-generation solvers (Section 4). Section 5 discusses challenges and provides a future outlook.

2. THE IMPORTANCE OF CFD TO THE AEROSPACE INDUSTRY

CFD plays a critical role in the design and analysis of aerospace vehicles. Used early in the design
process, CFD can reduce rework needed to insure the vehicle meets its objectives and safety-
related standards. The first aircraft of Boeing Commercial Airplanes that benefited from CFD
from its inception was the Boeing 777. Being the first, there were no legacy constraints on 777
that would be expected when working on a derivative design. The design leveraged multipoint
inverse optimization to define detailed surface pressures and arrive at a desirable configuration
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Figure 1

Computational fluid dynamics contributions to Boeing 787. Figure adapted from Tinoco (2008) with permission; copyright 2008 the
Boeing Company. Abbreviations: APU, auxiliary power unit; ECS, environmental control system; FOD, foreign object debris.

(Tinoco 2008). Besides wing design, 777 also benefited from CFD technology in the design of the
wing–body fairing, aft-body shaping, and environmental control system inlet and exhaust ports.
By the time Boeing 787 was being designed, CFD capabilities had matured enough to be applied
to a much broader area of the aircraft design, as highlighted in Figure 1.

As CFD technology has matured, it has become a standard tool of the aerospace industry
alongside the wind tunnel. CFD has not, and likely will not, replace wind tunnel testing in the
foreseeable future, although we have witnessed parity of these complementary methods, which
both aim at a common objective: to accurately model the flight aerodynamics of an aerospace
vehicle. While CFD can go from geometry to predictions of forces and moments in a matter of
hours, it can take months to design and fabricate a wind tunnel model and plan the test; however,
once the model is installed in the tunnel and the air is turned on, results can be rapidly collected
for database generation.Unlike CFD, the wind tunnel does not suffer from potential inadequacies
of grid resolution and physical modeling, among others. However, the wind tunnel does have lim-
itations in its ability to directly predict flight. For example, it is typically unable to provide data at
full flight Reynolds number, the geometry may be distorted in order to attach a support/mounting
system, interference from the support system can corrupt the airflow over the geometry, and the
presence of the test section walls results in a different flow field than that seen in the unbounded
domain of flight. Today, corrections for these effects are often generated, in part or entirely, using
CFD, further illustrating the complementary roles these techniques have assumed.

The aircraft design methodologies adopted over the last decade exhibit a specific advantage
of computational methods over wind tunnel testing. Shape optimization technology and modern
HPC resources have made it possible to digitally design an aircraft (not just components), leading
to program-level schedule compression and cost savings, as well as a greatly reduced wind tunnel
test campaign. For example, it is no longer necessary to go to the wind tunnel with a plethora
of geometries to select an acceptable design. Instead, a program goes to the wind tunnel with the
intent of validating an entire configuration that was first designed digitally and then optimized and
initially characterized by CFD. These techniques, in part, enable the aerospace industry to tackle
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challenges like the Digital Century Series (Mayfield 2020) proposed by Dr.Will Roper during his
time as Assistant Secretary of the Air Force for Acquisition, Technology, and Logistics.

The value of CFD claimed above is dependent upon considerable background effort. For ex-
ample, the situations described above lead to high-pressure working environments in which the
engineering team cannot be burdened with concerns about the maturity of tools and processes.
The tools must have been verified and validated ahead of time for the application environment
in which they will be used. Additionally, processes should be well defined and robust enough that
results produced by different analysts do not differ significantly. Process automation helps to ad-
dress these concerns, and ideally the process should be sufficiently modular so as to allow parts to
be swapped out for alternate or updated tools. Finally, documentation of the validity and range of
applicability is essential to mitigate the potential for misuse. Industry must protect these tenets to
confidently replicate the demonstrated contemporary successes.

3. THE MODERN CFD APPLICATION PROCESS

In this section we provide an overview of the industrial CFD process (see Figure 2). The process
begins with geometry acquisition from a computer-aided design (CAD) system such as CATIATM,
Unigraphics/NXTM, or another similar product. The geometry may come in a few pieces or may
comprise hundreds of thousands of elements, depending on the complexity of the configuration.
Many grid generation processes require, or at least prefer, a watertight geometry in which the
abutments of the various geometry components are within some small tolerance. If the CAD
model is of low quality, it can require a substantial amount of effort to sew the components together
while not significantly modifying the external mold line of the aircraft. While there are tools to
aid in this process, such as CADfixTM, nevertheless, the quality of the geometry that comes from
CAD matters. In a mature program, CAD geometry may be very detailed and intended for the
manufacturing process. These geometries contain many features that are inconsequential to the
fluid dynamics and ultimately need to be removed prior to grid generation to avoid unnecessary
complications. This cleanup step can take many hours depending on the state of the CAD files,
but we have found that this process can be accelerated by educating the CAD engineers on the
requirements of the CFD process that will be employed. There is value in having a tight coupling
between CAD and the mesh-generation tool in terms of process acceleration, adaptive meshing
strategies, and shape optimization efforts.

Once an acceptable geometry is available, the effort turns to surface grid generation. This is
the process of creating a mesh over the geometry, the vertices of which exist on the geometry
surface. The densities of those mesh points in various regions of the geometry have typically been
placed based on the analyst’s skill/experience and heuristics; however, it is increasingly possible to
hand off this responsibility to mesh-adaptation algorithms. In any event, for both structured and
unstructured meshing techniques (see Figure 3 for a graphical distinction), the standard processes
used in industry rely on a so-called linear mesh (i.e., one in which the connections between the
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Flow solution Boundary
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Domain
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Figure 2

The fixed-mesh flow solution process.
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Figure 3

Coarse structured (left) and unstructured (right) meshes around an airfoil.

vertices are lines). Adequate representation of the geometry by the faces of the linear mesh (the
areas bounded by the lines connecting the vertices) can require excessive resolution in region
of high geometry curvature. Quadratic, or higher-order, meshes have an advantage in this regard,
although onemust not lose sight of the fact that themeshmust adequately capture the flow features
around the geometry as well. Generally, taking advantage of higher-order meshes also requires a
higher-order flow solution. Figure 4 provides an example of an unstructured grid, where second-
and fourth-order grids, adapted to similar levels of accuracy, are shown.

Structured meshes continue to be utilized in the industry due to highly validated and efficient
N-S solvers like OVERFLOW. Structured surface mesh generation for a full aircraft configu-
ration could take up to two weeks. On the other hand, unstructured surface mesh generation is
significantly faster, taking a few hours. The decision about which approach one takes should be
informed by downstream uses but is often made based on the CFD analyst’s toolset familiarity/
knowledge. Structured grid solvers remain in use by industry as a consequence of both of these
observations.
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Figure 4

Adapted grids based on second-order (left) and fourth-order (right) solutions for a three-element airfoil; grids are adapted to a lift
coefficient error of less than 10−4. Figure adapted from Ursachi et al. (2020) with permission; copyright 2020 the authors.
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The next step in the generation of the mesh is building the volume grid, which fills the domain
between the surface and far field with cells. This is a relatively simplistic process for unstructured
meshes (from the view of the analyst) and can take a few minutes to several hours, depending on
the complexity and size of the mesh. The algorithms for generating structured volume meshes
are even faster, but, depending on the toolset, significant user intervention may be required to
obtain a volume mesh of acceptable quality. A volume mesh on a complete configuration (usually
exploiting lateral symmetry) may range from tens to hundreds of millions of cells (control vol-
umes), depending on the purpose of the analysis, the quantity of interest, and the state of the flow.
Flow fields with significant flow separation (e.g., flight with high angle of attack) generally require
larger mesh sizes.

Following volume grid generation is the last step in mesh preparation, the specification of the
boundary conditions. Boundary conditions are of course required for every boundary of the vol-
ume mesh, where the CFD simulation stops solving for the state of the flow either because the
mesh has reached a physical boundary (i.e., the geometry) or because an artificial one has been
imposed to terminate the extent of the computational domain. The boundary conditions involved
depend on the complexity of the analysis. For example, a powered high-lift aircraft including flow-
ing inlets and nozzles would have substantially more complex boundary specifications than a wing
and fuselage configuration analysis comprising only solid walls. Common boundary conditions
include those representing solid walls, symmetry planes, and far-field conditions. More complex
boundary conditions can impose mass flow through an inlet or simulate the effect of porous bleed
regions on the flow or even discontinuities meant to introduce the macroscopic effects of com-
pressors, turbines, propellers, and helicopter rotors. Many variants of these are generally needed
and have been amassed in industrial codes over the years.

Modern industrial CFD simulations are conducted using many compute cores (hundreds to
thousands) and their associated memory. The mesh must be prepared for this distributed com-
puting architecture, with different regions of the mesh handed off to different processors. This is
generally referred to as “domain decomposition,” and there are two basic strategies taken in the
toolsets. Some codes automatically handle the domain decomposition: The input to the solver is
the mesh in one piece and the solution is returned at the end of the run in a similar format. Other
codes (Boeing’s BCFD is one such example) can also accept a mesh that has been processed in an
a priori domain decomposition step. Both approaches have advantages and disadvantages. While
the automatic approach is convenient because it eliminates a step in the process, the alternate
approach has an advantage in that postprocessing exercises can be parallelized with ease.

The grid comprises one input to the CFD solver, but many other settings are also required.
Depending on the code being used, these could be made in a graphical user interface or a text-
based input file. The latter takes several forms in industry, including Fortran namelists, fixed-
format text files that require careful editing, and more readable keyword-driven free-format text
files. There is a general desire to default as many of the inputs as possible, but sometimes a user
may need to override these defaults. Other inputs, such as the flight condition, are required for
every run.There is variety in how industrial aerospace CFD codes specify this basic input. A given
problem can be defined by theMach and Reynolds number of the flow, andmany codes take inputs
in this fashion. However, other codes also accept this specification in terms of Mach number and
altitude or in terms of Mach number, pressure, and temperature. While academically redundant,
these alternate specifications make it much simpler to set the properties of additional streams (e.g.,
the propulsion system), reducing the engineer’s workload and limiting potential error. Requiring
code developers to accept inputs in a form familiar and convenient to the user pays dividends and
is a highly recommended approach for any new CFD tools that may be developed for industrial
applications.
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The time required to obtain a RANS solution on a full aircraft configuration is of course de-
pendent on the code used and available HPC resources; however, a solution at low angles of attack
can typically be obtained within eight hours. Higher angles of attack can take longer to converge.
There is potential for reducing this time by an order of magnitude by using GPUs (graphics pro-
cessing units), as demonstrated by the NASA-LaRC team’s FUN3D code (Walden et al. 2017)
and Cascade Technologies’s charLES code (Cascade Technol. 2021, Goc et al. 2021). Determin-
ing convergence of an industrial CFD application problem,with the complexities of real geometry
and flow conditions, is subjective when using a finite-volume code since residual convergence to
machine zero is rarely possible. Typically, convergence is declared by monitoring the evolution
of the outputs of interest (e.g., forces and moments), with an eye on the residual convergence to
ensure the usual behavior has been obtained.The strong linear solver techniques that are practical
with the finite-element method codes (e.g., GGNS) aim to eliminate this subjectivity by striving
for residual convergence on every problem. This is advantageous, but the finite-volume method
will persist in industry for a long time to come due to its relative flexibility.

The final step in industrial CFD engineering analysis is postprocessing of the solutions to
extract the quantities of interest and, depending on the purpose of the analysis, archive the re-
sults within the MBE system. Postprocessing may be performed using commercial tools such as
FieldViewTM and TecplotTM, which are particularly powerful for solution visualization, or with
specialized company-internal utilities for extracting specific sets of engineering data. For a hand-
ful of solutions in a diagnostic engineering process, this step can be performed manually for each
case. However, when hundreds or thousands of solutions are to be queried, automation is a ne-
cessity for the sake of efficiency and to minimize the potential for human error. This applies not
just to the final postprocessing but also to checking for convergence to an adequate level. The
above automations are partially in place today for certain classes of problems. Advancing and gen-
eralizing these methods, including further integration within a program’s MBE framework, will
be critical as HPC hardware continues to advance, allowing for an even greater number of CFD
solutions to be generated by a single user in a fixed time.

Hopefully it is obvious from the overview above that there are many opportunities (given the
number of steps and choices to make) for error in this process. A well-documented and controlled
process can help, but it must be flexible enough to give an engineer latitude for judgment if it is to
be generally applied—this is a daunting task. In some situations, however, there is a need for ulti-
mate rigor and control of the process since the largest risk CFD poses to aircraft design, analysis,
and certification comes from the use of unverified and unvalidated tools and methods. Continued
enforcement of rigor in this regard (discussed further below) must not be overshadowed by the
ease with which a novice can pick up a CFD tool and produce a quality result.

4. EVOLUTION OF NAVIER–STOKES SOLVERS
AND NEXT-GENERATION CFD TECHNOLOGIES

4.1. Verification and Validation

To use any design tool with confidence one needs assurance of its validity. This of course applies
to CFD tools, which notoriously have many user-controlled “knobs” that can tremendously af-
fect the resulting solution; thus, the quality of the predictions can be highly dependent on choices
by the analyst. This is not meant to suggest that a given technology needs to be perfect; rather, the
accuracy bounds need to be understood and the tool needs to perform as advertised. Setting these
bounds and expectations is the job of V&V exercises.More precise definitions are given below, but
verification can be thought of as the process of determining that a particular numerical algorithm
has been implemented as intended (i.e., is bug free), while validation is the process of determining
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if the numerical algorithm adequately replicates observations in the physical world. CFD devel-
opment teams in the industry have always conducted limited V&V to ensure that the algorithm
and physical model implementation are correct and functions as intended. As an example, in
the 1980s one would implement a shock-capturing scheme and then compute the flow over a
simple bi-cone to compare pressure or velocity against experimental data (Bush 1988). Favorable
comparisons were considered sufficient evidence of a proper implementation and of the usefulness
of the scheme.

Many of these efforts were limited in scope and were point validations against relevant wind
tunnel data. Similar to the above V&V process, if there was a reasonable comparison between the
CFD prediction and the wind tunnel data, then the code capability was declared validated for the
intended application (Mani et al. 1997). In these studies, the wind tunnel data were often consid-
ered the truth and the uncertainty in that data was not typically questioned. Today there is much
more focus on the uncertainty surrounding the data when judging the agreement between the nu-
merical and experimental sources (uncertainty in both is taken into account). Experimentally, one
may consider placing the same model in two different wind tunnels, as was done during the AIAA
(American Institute of Aeronautics and Astronautics) Drag Prediction Workshop series, to mea-
sure the facility’s impact on the data (Levy et al. 2013). Numerically, one may consider the impact
of different turbulence models, mesh resolution, numerical algorithm, or even the uncertainty in
closure coefficients (Schaefer et al. 2017) within physical models to assess how much the CFD
prediction is to be believed. It is also important to distinguish between validation experiments,
where additional data are collected for the explicit purpose of completely defining the CFD prob-
lem, and tests conducted in support of aircraft design (Oberkampf & Smith 2014). The latter are
generally not sufficient for rigorous CFD validation.

4.1.1. Modern code verification. Lee et al. (2016) defined verification as “the process of deter-
mining that a model implementation accurately represents the developer’s conceptual description
of the model and the solution to the model” (p. 3). At Boeing, a rigorous process for verification
of the N-S CFD codes began in the last decade. This, combined with complementary validation
work, was undertaken to enable use of CFD and wind tunnel data jointly/interchangeably and to
establish formal limitations of each code.This verification process is relatively lengthy, tedious, ex-
pensive, and generally requires the availability of source code due to its intrusive nature. Aerospace
companies also utilize commercially developed/licensed CFD codes that do not come with source
code access. This limits the ability of the end user to perform verification exercises and instead
necessitates reliance on the vendor to have done an adequate job. The commercial CFD vendors
generally consider verification data to be their company’s proprietary information and do not
share them with end users. However, the turbulence-modeling resource (TMR) verification site
at NASA-LaRC was created by Chris Rumsey to enable nonintrusive verification/benchmarking
of various turbulence models (Rumsey 2021). The TMR documents various turbulence models
and provides expected solutions of those models to some canonical problems to help verify that
the implementation of a particular model is correct in a given code. Figure 5 shows the expected
behavior of the SA (Spalart & Allmaras 1992) and the SA-QCR2000 (SA with quadratic consti-
tutive relation, 2000 version; Spalart 2000) models for flow over a 2D zero–pressure gradient flat
plate as a function of grid resolution with a Mach number of 0.2 and a Reynolds number of 5 mil-
lion. The plot shows that two codes approach the same solution as the mesh error is minimized
or eliminated. Implementation of the model in other codes can be verified by comparing to these
results. Note that nothing is said here about how well those predictions match reality—that is the
job of validation.
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Figure 5

Comparison of the SA (Spalart & Allmaras 1992) and the SA-QCR2000 (Spalart 2000) model predictions of
the coefficient of friction Cf at different grid resolutions h = (1/N)1/2, for Mach numberM = 0.2 and
Reynolds number per length ReL = 5 × 106 (L = 1). Figure adapted from Rumsey (2021). Abbreviations:
CFL3D, Computational Fluids Laboratory 3D; SA, Spalart–Allmaras; SA-QCR2000, SA with quadratic
constitutive relation, 2000 version.

4.1.2. Modern code validation. Lee et al. (2016) defined validation as “the process of deter-
mining the degree to which a model is an accurate representation of the real world from the
perspective of the intended uses of the model” (p. 3). Industrial CFD code validation is an on-
going process that is nonintrusive and can be done regardless of source code access. It contains
mesh resolution studies and comparisons with wind tunnel and flight test data. The purpose is to
understand how well CFD can perform for a range of flight conditions, as well as how well it can
predict the effect of geometrical configuration changes throughout the design process.

As a result, and as a consequence of the temporal and financial investment in these exercises,
the industry is reluctant to exchange one CFD code for another. Generally, it takes multiple years
and multiple engineers to establish validity and the limitations of a code, which can slow the
adoption of new tools, even when, for a few cases, the new tool demonstrates superior results.
Figure 6 shows lift coefficient predictions for a high-lift configuration versus angle of attack from
multiple RANS codes, along with the same predictions with WMLES (wall-modeled large eddy
simulation) codes, Alya, and charLES. While Alya is observed to provide an accurate prediction
of pre- and poststall lift for this problem (a fine achievement), the code would need to undergo
the laborious effort described above to properly establish the bounds of use over a wide range of
flight conditions and geometries. The reluctance of industry to quickly and broadly accept a new
CFD code stems from the risk that doing so can introduce into the incredibly expensive design
and certification process of a new airplane. This rigorous validation process is a requirement in
any effort to obtain industry’s and certifying organizations’ willingness to accept the CFD data
in place of other data sources (Walden et al. 2017).
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Figure 6

Lift coefficient CL versus angle of attack from (a) RANS results from HiLiftPW-3 (https://hiliftpw.larc.nasa.gov/index-
workshop3.html) and (b) two WMLES codes, Alya and CharLES (Lehmkuhl et al. 2019, Goc et al. 2021). Figure adapted from
Lehmkuhl et al. (2019). Abbreviations: CFL3D, Computational Fluids Laboratory 3D; exp., experiment; FEM, finite-element method;
FVM, finite-volume method; HiLiftPW-3, Third High-Lift Prediction Workshop; M DoF, millions of degrees of freedom; RANS,
Reynolds-averaged Navier–Stokes; WMLES, wall-modeled large eddy simulation.

4.2. Geometry Challenges

One of the most fundamental inputs affecting the CFD simulation is the outer moldline (OML)
of the aircraft (i.e., the geometry). The OML used for a CFD simulation is generally smooth,
defeatured, andwatertight.The defeaturing step requires some level of intuition into what features
the flow cares about, and it is done to simplify the grid generation process and to accelerate the
time required to generate a flow solution. In theory this step can be somewhat enhanced by using
grid-generation techniques that effectively shrink-wrap the true geometry, but we have found
those to be generally insufficient for design needs in the aerospace industry. Any advancements in
this area would provide value to the industry when dealing with detailed geometry with a mature
program.

A second challenge comes from the continued development and use of numerical aerodynamic
shape-optimization tools. These methods may manipulate the geometry definition directly, but
most often they instead manipulate the initial CFD mesh as a surrogate for the true geometry.
This latter tactic is often chosen since it is generally more accommodating to impose constraints
on the movement of individual vertices than on the analytical curves or surfaces that define the
geometry (Taylor & Haimes 2018). In this case, the final mesh, which presumably embodies some
desirable features, needs to be turned into a form interpretable by theCAD system.Whilemethods
have been developed that are sufficient for this purpose, this remains an area for improvement.

Another challenge arises from the increased interest and use of mesh adaptation, and this has
heightened awareness of geometric fidelity. In mesh adaptation it is critical to project the adapted
grid to the geometry rather than the initial surface mesh to avoid geometric deterioration during
mesh refinement.This is a true challenge when dealingwith real industrial CADmodels,which are
only perfect above necessary tolerances. Below these tolerances, there may be gaps or jumps in the
surface definition that can inhibit the ability of the adaptation algorithm to complete the intended
refinement on the analytical geometry. Robust handling of these situations is a requirement for
routine application of useful adaptive mesh technology.
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Aside from challenges related directly to the CFD analysis process, tracking and recording
the geometry used for a given analysis are essential since computational simulation is playing
an increasingly important role at each stage of product life cycle. Variation in geometric fidelity
is leveraged to balance simulation accuracy with simulation efficiency and is driven by product
maturity and the purpose of the simulation.Geometries of disparate fidelity and content may exist
to feed various analyses for different purposes. Tracking and recording the geometry used for a
particular analysis, including the intent with which it was conceived, are critical to prevent later
misuse of an inappropriate version and to document/quantify the pedigree of a given analysis. As
the industry continues to embrace and completely migrate to MBE-based processes, these ideas
should be captured and embodied in standard practices. This seems natural given the central role
geometry takes in the MBE construct.

4.3. Mesh Adaptation

In the mid-1990s CFD utilization was growing rapidly, and some of the meshing challenges had
to be addressed. Best practices were created to minimize failures and improve mesh quality, but
mesh generation remained a significant burden andwas time consuming.Some companies adopted
commercial CFD codes that utilized unstructured meshing, while other companies, like Boeing,
decided to develop internal unstructured mesh capabilities. Both of these strategies aimed at en-
abling process automation to reduce the time required to generate a mesh while at the same time
opening the door to future efforts that strove to eliminate the dependency of solutions on themesh
creator (namely,mesh adaptation).While similar efforts and strategies were devised for structured
grid technology, the adaptation problem for unstructured meshes was seen as more likely to yield
the desired end state owing to the arbitrariness of unstructured mesh topology.

Without adaptive meshing technology, CFD simulations of new problems need to resort to
mesh refinement studies to establish gridding strategies that yield solutions of sufficient accuracy
relative to some stated requirement. An example of this approach, and the solution sensitivity that
exists due tomesh resolution in various codes,was shown in the AIAADrag PredictionWorkshops
and in the First High-Lift PredictionWorkshop (Vassberg et al. 2010, Rumsey et al. 2011). This is
a time-consuming step that requires substantial computing power; as a result, it is often skipped in
the industry and the analyst’s prior experience is relied upon instead.Mesh adaptation technologies
intend to eliminate this manual step, automating the mesh placement to yield a prescribed level
of solution accuracy.

Boeing made significant investments to develop an anisotropic unstructured mesh adaptation
capability called EPIC (Michal & Krakos 2012). Initially, EPIC adaptation was driven by features
of the flow (gradients or Hessian matrices of Mach number or pressure). While this does not
directly improve the solution accuracy in terms of the quantities of interest (for example, con-
sider supersonic flow over an airfoil in which a feature-based approach would refine the shocks
everywhere in the domain, which is unnecessary if the quantity of interest is drag and the shocks
are outside of the airfoil’s domain of dependence), it provided an input to EPIC that allowed the
development of the necessary mesh mechanics and framework. As the capability matured, more
error-basedmetrics were developed to ensure that the adaptation was improving the solution qual-
ity. The preferred error metrics are those derived from adjoint solutions of the output of interest
(yielding an output-based adaptation). Figure 7 compares the feature-based and output-based
adaptation for drag, where the latter has resolved only features that influence drag on the airfoil
(Venditti & Darmofal 2003).

Michal et al. (2021) performed adaptivemesh simulations about a 2D cross section of theNASA
High-Lift CommonResearchModel wing for a range of angles of attack to further understand the
behavior of various error estimates. Simulations were computed using a combination of four flow
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Output-based adaptation (lift) 22,150 nodes

Output-based adaptation (drag) 18,698 nodes

Pure Hessian-based adaptation 37,681 nodes

Figure 7

Comparison of output-based (top,middle) and Hessian (bottom) mesh adaptation strategies for an RAE
(Royal Aerospace Establishment) airfoil at Mach numberM = 0.725 with an angle of attack of 2.466°.
Figure adapted from Venditti & Darmofal (2003) with permission; copyright 2003 Elsevier.

solvers, four mesh mechanics methods, and four separate error estimates. The results showed that
by continuing the adaptation process to a sufficient level of mesh convergence, nearly identical
results could be obtained for any of the adaptivemethods regardless of flow solver,meshmechanics
method, or error estimate (see Figure 8). However, the results also showed significant differences
in the mesh convergence trajectories of the different methods, and these differences can have a
significant impact on process efficiency. Output-error-based methods showed a clear advantage
in being able to reduce the error to a prescribed level with coarser meshes. More recent Boeing
internal studies have also illustrated the advantage of the output-based technique in 3D.

The components of an adaptive CFD process are shown in Figure 9. Starting with an initial
mesh, a flow solution (and depending on the solver, an adjoint solution) is computed. The in-
formation from these flow solutions is used to estimate error and specify a new mesh resolution
request via an anisotropic metric field. If the estimated errors are larger than limits specified by
the user, the current mesh system is modified to conform to an improved anisotropic metric.Once
the adaptedmesh is available, the previous flow solution is interpolated to the newmesh to provide
an initial condition for the flow solver that approximates the converged solution. The process is
repeated until an exit criterion is met (e.g., specified accuracy or allowable run time) (Michal &
Krakos 2012). Note that this process essentially places a loop around the Flow Solution step in
Figure 2, in which the mesh is optimized.
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Synthesis; MS, multiscale; SANS, Solution Adaptive Navier–Stokes; SFE, stabilized finite element.

It should be noted that this optimization is conducted for both the surface and volume meshes.
Without the surface portion, the usefulness of any such capability would be limited, and we reit-
erate the essential coupling that is required between the geometry and mesh. These requirements
should guide the continued development of geometry and mesh interfaces. Similarly, off-body
mesh strategies/requirements further tie the toolsets together. For example, some codes (e.g.,
those based on finite-element discretizations) may bemore tolerant of high anisotropy than others
(e.g., those based on finite-volume discretizations).Along similar lines, cell-centered finite-volume
discretizations (e.g., as used in BCFD) usually require a mixed-element unstructured grid in which

Initial grid Flow
solution

Adjoint
solution

(optional)

Error
estimation

StopSolution
interpolation

Grid
mechanics Continue?

Yes No

Figure 9

Flow chart illustrating the adaptive mesh CFD process. Note the iterative assessment of error and
improvement of the mesh until a desired tolerance is reached. Panel adapted from Park et al. (2016).
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prismatic or hexahedral elements are stacked in wall-parallel layers to resolve the high shear in the
boundary layer. These additional cell types require separate treatment, which is more challenging
than mesh adaptation for tetrahedra. Some node-centered finite-volume discretizations use a pure
tetrahedral grid (with grid lines orthogonal to the wall), and the same is true of finite-element dis-
cretizations. Treating tetrahedra alone generally makes the adaptation problem simpler, and that
fact should be a consideration when developing new flow solvers to fit into an adaptive CFD
process.

This anisotropic mesh adaptation capability has progressed substantially over the past decade
and has begun making impacts within development programs for quality inspections of a limited
number of flow conditions within a database. However, routinely applying adaptation for essen-
tially every simulation is still a topic of active research owing to outstanding challenges. There is a
great deal of hope for success based on some of the work within the last decade (Park 2008,Michal
& Krakos 2012, Alauzet & Loseille 2016), but this area must receive continued investment.

Another area requiring investment, and perhaps a more daunting challenge, is mesh adaptation
for unsteady flows.While unsteady flow simulations are routinely conductedwithin industry today,
it is expected that the need for themwill increase in the future, especially if certification by analysis
(CbA) is to become a reality by 2040 (Slotnick et al. 2014, Mauery et al. 2021). Unsteady flow
mesh adaptation will be a critical element in the accurate prediction of the flow field near stall
and poststall. However, there are many challenges in making this a reality. For example, simply
applying the current techniques used for steady simulations will cause the mesh to lag the flow
in time. Therefore, there is a need for space–time adaptation and error estimation. In addition, at
each adaptation step, the solution has to be interpolated to the newmesh.This is a significant issue
if there are errors in the interpolation process that destroy the time-accuracy of the solution. This
process could produce a large cumulative error that overshadows the benefit of the adaptation
(Alauzet & Loseille 2016) and grows with integration time.

Having stated all of the above, we recognize that unsteady flow mesh adaptation is an active
area of research, and several solutions have been proposed to overcome some of these challenges.
Several researchers (Alauzet et al. 2007, Krakos & Darmofal 2010, Fidkowski 2012, Caplan et al.
2019) use temporal windows in which a mesh is used for multiple flow solution time steps be-
fore remeshing. This idea minimizes the adaptation time, the cumulative error associated with
the solution interpolation, and the memory requirements. Alauzet & Loseille (2016) described
a method to extend both feature-based and goal-oriented approaches, developed for RANS, to
unsteady anisotropic mesh adaptation.

Unsteady flow output-based mesh adaptation faces an additional challenge: memory (or disk)
space. As an example, consider a full aircraft configuration (e.g., Figure 10) with 50 million

Figure 10

CFD simulation of an aircraft in a high-lift configuration. Figure reprinted from Michal et al. (2021) with
permission; copyright 2021 American Institute of Aeronautics and Astronautics.
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solution points (which is on the low side for industrial applications), with five variables per point.
This results in 250 million solution values to be saved (taking up 2 GB, assuming double-precision
floating-point representation) per time step to compute the backward sweep through time to
determine the adjoint. The memory requirement can be reduced by checkpointing the solutions
to disk; however, one must keep in mind the additional time this may add to the overall solution
process (Wang et al. 2009). Perhaps a larger concern for output-based unsteady adaptation is
that many of the flows that require unsteady analysis are turbulent. In a chaotic process like
turbulence, there is incredible sensitivity to the initial conditions of the problem. This is reflected
in the adjoint, as the sensitivities blow up as the backward sweep approaches the initial conditions.
General techniques for dealing with this fact would be required before this method would be
useful for unsteady flow simulations.

4.4. Discretization

The finite-volume method with spatial second-order accuracy and implicit time-stepping is the
dominant approach within the aerospace industry, as it has been for years.While some codes claim
higher-order spatial accuracy, this usually references the accuracy of the interpolation of data to
the boundary of the control volume. While necessary, this is incomplete—the quadrature rule
used for integrating the flux through the face must also be improved to realize a formal increase
in the order of accuracy. The intent, of course, of developing higher-order algorithms is to reach
desired levels of accuracy with smaller meshes. Clearly this would be advantageous to industry
if the higher-order algorithm were also sufficiently computationally efficient so as to provide an
overall savings in run time and HPC usage. Extending the finite-volume method to third-order
accuracy has not shown that benefit for a variety of reasons, both in internal (unpublished) studies
in industry and in academic studies (Darmofal & Haimes 2005). However, the compact nature of
the finite-element method demonstrates promise.

The results of the First Workshop on Higher-Order Methods was published by Wang et al.
(2013) and demonstrated good progress in higher-order finite-element (third-order and higher)
methods, illustrating an order-of-magnitude increase (compared to second-order finite-volume
methods) in efficiency for the same level of error. However, the workshop also noted that signifi-
cant challenges remain. One is that in order to realize the benefits of a higher-order flow solution,
a higher-order mesh (involving curved edges of the grid cells) is also required. This is necessary
because resolving the geometry’s curvature with a linear mesh limits the degree to which the mesh
can be coarsened, thus hindering the higher-order technique’s potential. The workshop also noted
challenges with robust solution adaptation,memory usage, and shock capturing. All of these topics
are being studied by several researchers and are essential for the ultimate adoption of higher-order
methods in industry. For example, there have been notable contributions on shock capturing over
the past few years (Sheshadri & Crabill 2015, Couchman et al. 2017, Holst et al. 2019), as well as
some recent encouraging work by Ursachi et al. (2020) demonstrating successes with an adaptive
CG-VMSD (Continuous Galerkin Variational Multiscale with Discontinuous subscales) method,
which shows a computation time that is an order of magnitude less for third- or fourth-order
methods’ accuracy than for that of industry-standard second-order methods. Just as the industry
evolved to adopt second-order finite-volume methods (over earlier first-order discretizations) for
its computational efficiency, it is expected that the same will be true of higher-order methods as
the challenges noted above continue to be resolved and the methods mature.

Finite-element discretizations have another place in industry, aside from the allure of higher
order. The finite-volume codes in use today generally apply a first-order accurate linearization
of the residual as part of the implicit time-stepping update algorithm. The lack of a perfect,
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consistent linearization of the second-order accurate residual generally prevents complete resid-
ual convergence. Since higher-order accuracy in a finite-volume code involves increasing the
number of solution points participating in the calculation of a given point’s residual (i.e., the sten-
cil), the memory requirement for storing the linearization grows tremendously over first-order
memory requirements. However, the compact stencil on which finite-element discretizations
are based results in a tolerable increase in memory. The downside (whether finite-volume or
finite-element) is that the matrix is harder to solve. Boeing’s GGNS code (Kamenetskiy et al.
2014) uses an exact linearization/Jacobian and allows for Newton-like convergence as the solu-
tion is approached. This necessitates and is enabled by a strong linear solver built on an ILU
(incomplete lower–upper factorization)-preconditioned GMRES (generalized minimal residual
method). These methods can provide machine-level convergence of the residual and eliminate
errors associated with incomplete convergence.

Unsteady simulations of resolved turbulence are improved by reducing the amount of numer-
ical dissipation introduced in the inviscid flux calculation. Multiple proposals have been made
along these lines that alter the flux calculation from its usual form (e.g., Winkler et al. 2012,
Nishikawa & Liu 2018). Other approaches define new flux schemes that have different advan-
tageous properties that yield the preservation of kinetic energy or entropy, such as the kinetic
energy–preserving scheme (Honein & Moin 2004, Jameson 2008) and the kinetic energy- and
entropy-preserving (KEEP) algorithm (Chandrashekar 2013, Kuya & Kawai 2020). Recently Goc
et al. (2021) used charLES with a KEEP scheme and demonstrated accurate prediction of the
maximum lift coefficient for the AIAA High-Lift Prediction Workshop configuration.

4.5. Turbulence Modeling

In all but the case of direct numerical simulation (DNS), some form of model is required to repre-
sent the effect of fluid turbulence on the flow. For large eddy simulation (LES) or detached eddy
simulation (DES), a portion of the turbulence is resolved (i.e., captured) both spatially and tem-
porally. In these cases, the turbulence model (or subgrid model) represents the energy contained
by structures smaller than some cutoff size. In industry, the most common approaches use the
mesh spacing to set the cutoff, and the model is used to provide the effect that turbulent struc-
tures smaller than the mesh have on the resolved scales.When the temporal dynamics of the flow
is not needed it is more efficient to directly solve for the time-average of the flow via the RANS
equations.This is the most common technique applied in industry today, but it puts a great burden
on the turbulence model since every effect of the turbulence on the mean flow is the responsibility
of the model. The current states of both the steady state and unsteady modeling approaches are
discussed below, including their challenges and research needs.

4.5.1. Steady simulation (Reynolds-averaged Navier–Stokes models). At Boeing, the
workhorse RANS models for design, analysis, and risk mitigation are primarily the SA model
(Spalart & Allmaras 1992), its SA-RC (SA with rotation and streamline curvature correction) and
SA-QCR variants (Spalart & Shur 1997, Spalart 2000,Mani et al. 2013), and Menter’s shear stress
transport (SST) model (Menter 1994). Lockheed Martin also has its own proprietary CFD code,
Falcon, with the k-l turbulence model developed by Brian Smith (Smith 1997). While all work
well for attached flows, and flows with small amounts of separation, they can be inadequate for
other situations dominated by large boundary layer separation, such as those seen at high angles
of attack (recall the RANS results shown in Figure 6). This is unfortunate given the relative com-
putational efficiency of RANS. In addition to the advancements of the SA model, many other
modifications have been studied, but rarely have they provided general improvements. One cur-
rent and novel idea is the macroscopic forcing method (MFM), which determines the “closure
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operators” that govern the mean-field mixing of a given flow field. The MFM model is not based
on the Boussinesq (1877) approximation, isotropy, or the separation of scales between turbulence
and mean fields. It avoids model-form inaccuracies that plague the primary RANS models in use
in the aerospace industry by avoiding tuning constants that limit their application and universality.
Additionally, this approach unifies macroscopic modeling between low–Reynolds number laminar
flows and high–Reynolds number turbulent flows (Mani & Park 2021). The MFM is still under
development and not ready for complex industrial applications; however, it represents a new ap-
proach to RANS modeling that has the potential to reinvigorate the hope for accurate RANS
simulations in moderately separated flow fields. If realized, it would save a tremendous number of
computing hours in industrial applications.

RANS will continue to be a workhorse of aerospace industrial CFD for years to come. Any
and all new good ideas are encouraged to be researched and developed. Improving the accuracy
or expanding the scope of applicability of our current RANS methods would have a significant
impact on the industry.

4.5.2. Unsteady simulations. Unsteady flow simulation is also essential for industrial applica-
tions, not just for treating regimes where RANS is insufficiently accurate but also for those cases
where the time history or dynamics of the flow is of interest or for cases in which there is moving
geometry. Within Boeing, this task in years past has fallen to DES (Spalart et al. 1997) where the
near-wall flow (i.e., boundary layer) is treated with RANS while the off-body, separated flow is
treated with an LES model. Techniques like these are generally called hybrid models, and the use
of RANS near the wall avoids the prohibitive cost of resolving the small-scale turbulence within
the boundary layer. Aside from the original DES model, which is based on the SA model, others
based on SST have been conceived and applied (Bush & Mani 2001; Strelets 2001; Winkler et al.
2011, 2013).While all these methods have been incredibly valuable there are some deficiencies in
them as well.

One of the primary deficiencies has come to be called modeled stress depletion (MSD). This
is an issue that arises when the transition from RANS to LES happens very near the wall. The
grid is not properly refined to resolve the small-scale features present there; hence, the simulation
quality is poor and contains too little viscous stress. This generally manifests as grid-induced pre-
mature flow separation. The original DES model was particularly sensitive to this phenomenon,
making acceptable grid generation challenging (Spalart 2001). This was significantly improved by
the delayed DES (DDES) model (Spalart et al. 2006), which added a shielding function devised to
detect boundary layer flows and then force the model to remain in RANS mode within them. For
this reason, the DDES model is used in almost all circumstances for unsteady flow simulations at
Boeing. However, certain grid topologies can still trigger MSD even with the improvements of
DDES. These can be particularly challenging for unstructured meshes due to a lack of sufficient
control in grid point placement. We also expect it to be an issue as unsteady adaptive mesh tech-
niques mature, unless the mesh adaptation mechanics is somehow aware of the requirements for
DDES. Menter (2016) developed a robust shielding function for the two-equation hybrid turbu-
lence models; however, the details of the blending function are proprietary to Ansys. A completely
robust shielding function within the public domain would be valuable and mitigate the concerns
raised above.

An example of DDESMSDwas studied at Boeing on a serpentine inlet geometry (Lakebrink&
Mani 2018) with smooth-body separation.Themeshwas refined in the regionwhere the boundary
layer was expected to separate. Upstream of the separation, the boundary layer was compared to
a RANS solution on the same grid, and it was found that the eddy viscosity had substantially
decayed within the boundary layer (Figure 11). Modification of the fd coefficient in the DDES
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Sensitivity of DDES and IDDES models to grid resolution and modeling choices for an attached boundary
layer (Lakebrink & Mani 2018), where μt/μ∞ is the ratio of eddy viscosity to the freestream molecular
viscosity. (8rd)3 represents the standard shielding function developed by Spalart, and (4rd)3 and (16rd)3 were
modifications of the shielding function to investigate its impact. Figure adapted from Lakebrink & Mani
(2018) with permission; copyright 2018 The Boeing Company. Abbreviations: DDES, delayed detached
eddy simulation; IDDES, improved DDES; RANS, Reynolds-averaged Navier–Stokes.

shielding function from 8 to 16 improved the boundary layer but dampened all detached eddies
and substantially delayed the separation. This was further investigated by Mani &Winkler (2016)
and Ashton (2017), who found that when the surface mesh is nearly isotropic DDES will choose
the LES branch in the boundary layer and the solution quality deteriorates. This was also found
for the improved DDES model (Shur et al. 2008, Ashton et al. 2016, Lakebrink & Mani 2018).

While hybrid RANS/LES is still a workhorse formost unsteady simulations in industry, it is too
expensive to be applied to a large number of flight conditions necessary for building a database,
despite efforts to reduce dissipation levels and thus minimize grid requirements (e.g., Winkler
et al. 2012). It has also struggled at times to accurately predict the separation/reattachment point
in flows with smooth-body separation.

An approach that has shown promise in this regard (and that has been recently developed and
tested for industrial application) is WMLES.WMLES is a hybrid approach in its own right (LES
is coupled with a wall model, similar to the well-known wall-function treatment used in some
RANS codes) and pushes the LES region into the boundary layer. There has been a substantial
amount of research on equilibrium and nonequilibrium near-wall modeling for WMLES over
the past decade (Cabot & Moin 2000, Balaras & Piomelli 2002, Larsson & Kawai 2010, Larsson
& Wang 2014, Park & Moin 2014, Larsson et al. 2016, Schumann et al. 2020) and a relatively
recent review given by Bose & Park (2018). Significant progress has been made, and the results
are encouraging (Goc et al. 2020, Lozano-Durán et al. 2021), but to make WMLES a routinely
used tool for the aerospace industry, we need continued validation on different cases that illustrate
mesh-independent predictions of the quantities of interest, studies that define where and when
WMLES is the desirable modeling approach, and focus on other related topics. As an example,
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(a) Lift coefficient CL curve for the JSM configuration comparing experiment (circles) and RANS CFD predictions of various codes
(colored points). Panel adapted from Slotnick et al. (2017). (b) Experimental results compared to WMLES predictions of JSM
configuration. Panel adapted from Goc et al. (2020) with permission; copyright 2020 American Institute of Aeronautics and
Astronautics. Abbreviations: exp., experiment; JSM, JAXA standard model; M, million; RANS, Reynolds-averaged Navier–Stokes;
WMLES, wall-modeled large eddy simulation.

one can look at the results from the Third AIAA High-Lift Prediction Workshop (Rumsey et al.
2019), which utilized a representative wide-body commercial aircraft configured for landing.
Results collected from participants in the workshop indicate that, as a whole, RANS may not be
adequate in the near-stall/poststall region, with some models and codes dramatically missing the
stall behavior (Figure 12a). Alternatively, Goc et al. (2020, 2021, 2022) utilized a WMLES tech-
nique and predicted the abrupt lift break near the stall (Figure 12b). However, the overprediction
of lift at lower angles of attack show that further investment and research are needed.

This study, and others like it, indicate that there is a need for additional research/investment
in WMLES approaches before they are ready for routine industrial applications. Particular areas
of investment for WMLES that we feel would be of great help to industry are the demonstration
of mesh independent results for the quantity-of-interest within acceptable tolerance (i.e., wind
tunnel uncertainty) and automation of the exchange location identifier between LES and the wall-
model-solver (or its elimination). These steps will help identify the long-term role WMLES has
within industrial application.

5. CHALLENGES AND OUTLOOK

CFD has become a mature technology that industry routinely relies upon as a standard tool. We
have witnessed the successful numerical/digital design of aerospace vehicles in recent years, re-
placing (or at least supplementing) the experimental techniques of the past. Additionally, CFD is
sometimes relied upon as the sole source of data for certain aspects of databases in the aerospace
industry, including ground effects, throttle-dependent effects, and dynamic derivatives. Airframe
loads have been developed using CFD and so have airframe and jet noise estimates. However,
none of this is to say that all wind tunnel testing has ever been, will ever be, or should be replaced
with computational approaches. Rather, we expect the two to continue to be complementary data
sources in the creation of models of a vehicle’s expected flight behavior. This partnership will con-
tinue to strengthen, and CFD will be used more routinely and completely to develop and provide
the increments to the wind tunnel data needed to correct the results to flight scale, in free air,
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and with a powered propulsion system; on many efforts we have already adopted this concept
of operations (Figure 1). Despite all the reported success stories involving CFD, there have also
been plenty of failures and false starts, whether reported or not, as well as remaining challenges
that must be addressed in order to continue to evolve CFD technology and further integrate the
CFD tools and processes in the digital design framework. Furthermore, the aerospace industry
is beginning to consider CbA, for which CFD will be a major source of data in addition to wind
tunnel and flight test results. This points to a similar set of challenges that must be overcome in
order for CbA to become reality (and all its hopes of providing a new aircraft to the market in a
faster, safer, and more cost-effective fashion), some of which are discussed below.

First and foremost, V&V will always be a critical element in the development and deployment
of new CFD technologies. However, it is also a critical step toward CbA. Before CFD can provide
a significant source of certification data, it is paramount that V&V demonstrations be made on
real configurations as opposed to canonical cases. Presently, there are high-quality validation data
for canonical cases, but very few high-quality validation-worthy flight test data in the open litera-
ture. (The authors acknowledge that collecting these data is not without its own set of challenges.)
Many canonical validation tests produce data that are generally for a single discipline. There is a
serious shortfall in the high-quality multidisciplinary validation data needed to enable CbA (e.g.,
coupled fluid–structural unsteadiness in high-lift conditions), and we encourage focus in this area
as well. Finally, we find it worthwhile to mention that tests done for the sake of CFD validation
are unique—they must collect data, which are otherwise unnecessary, for the sole purpose of al-
lowing the CFD practitioners to completely specify the problem in terms of boundary conditions.
Knowing as much as possible about the state of the problem allows for fair judgment of the CFD
data.

In V&V exercises (as well as in routine applications and CbA), robust and efficient uncertainty
quantification (UQ) techniques are essential to provide a level of confidence, or rightful distrust,
of the data. Work on this front has been ongoing for several years, and we encourage continued
investments. Developing and advocating for a standard set of accepted practices and UQ descrip-
tors for CFD solutions would be particularly helpful. Additionally, distilling the information and
presenting it in ways that can be easily appreciated and interpreted by standard CFD consumers in
industry are critical for showing the value of this information andwhat it brings to the end product.

Part of the uncertainty in CFD solutions comes from the necessity of using a finite grid.
The truncation error this introduces corrupts, at some level, the solution of the equations we
intend to solve. This uncertainty can be mitigated, controlled, or captured by automated error or
output-based grid adaptation.To be regularly applied, however, the adaptation process needs to be
efficient and robust.While a great deal of progress has been made toward this state, the aforemen-
tioned remaining challenges will require continued focus and investment in the years to come.

Developing algorithms and refactoring codes to take advantage of emerging accelerator-based
HPC paradigms (e.g., GPUs) are the current focus of several CFD development teams. These
have the demonstrated potential to tremendously reduce the time to solution, even when viewed
on an equal-cost basis with today’s current hardware options. This potential cannot be ignored,
and we suspect that a code’s long-term survival will, in no small part, depend on its ability to
adapt and take advantage of evolutions in hardware. As these accelerated codes become com-
monplace, they will revolutionize how CFD can be used in design and certification processes.
Steady-state calculations for building aerodynamic databases will be completed in days rather
than weeks. Time-accurate simulations of highly separated flows, jet noise, inlet dynamic pressure
distortion, etc. will become routine and conducted for many flight conditions, as compared to
the relatively sparse treatment that can be afforded today. Utilizing accelerated HPC will also al-
low high-fidelity CFD to affordably fit into multidisciplinary analysis and optimization processes
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that today rely on lower-order models for flow physics.With this jump in computing power, new
bottlenecks will be realized in grid generation, postprocessing, and analyzing and archiving data.
Advances must also be made in those areas at a commensurate rate in order to capture the full po-
tential of CFD asHPC resources improve.This challenge, along with the othersmentioned above,
will be overcome through committed collaborations among academia, government labs/research
centers, and industry partners.
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