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Abstract

Language documentation as a subfield of linguistics has arisen over the
past roughly two and a half decades more or less simultaneously with the
widespread availability of inexpensive hardware and software for creating,
storing, and sharing digital objects. Thus, in some ways the history of ad-
vancements within the discipline is also a history of how technological tools
have been developed, tested, adopted, and eventually abandoned as newer
technologies appear. In this article we examine some recent technologies
used both for creating documentary resources, usually considered to include
recorded language events in a variety of genres and settings and enough an-
notation tomake themdecipherable, and for thenmobilizing those resources
so that they can be used and shared in language learning, reclamation,
revitalization, and analysis.
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Annotation:
contextualizing and
explanatory
information that helps
a user understand data;
in language
documentation this
includes metadata,
transcriptions,
translations, notes, etc.

1. INTRODUCTION

Language documentation as a subfield of linguistics (e.g., Himmelmann 1998, 2006; Woodbury
2011) has arisen over the past roughly two and a half decades more or less simultaneously with
the widespread availability of inexpensive hardware and software for creating, storing, and sharing
digital objects. Thus, in some ways the history of advancements within the discipline is also a his-
tory of how technological tools have been developed, tested, adopted, and eventually abandoned as
newer technologies appear. In this article we examine some recent technologies used both for cre-
ating documentary resources, usually considered to include recorded language events in a variety
of genres and settings (Himmelmann 1998) and enough annotation to make them decipherable,
and for then mobilizing those resources so that they can be used and shared in language learning,
reclamation, revitalization, and analysis.

This article is laid out as follows. In Section 2, we give the reader an overview of the develop-
ment of standards for technology in language documentation since the early 2000s. In Section 3,
we turn to an overview of the newest tools that are part of a common language documentation
workflow for resource creation: data management, making recordings, annotation, and archiving.
We then turn our attention in Section 4 to tools for the mobilization of language documentation
resources for revitalization, reclamation, and language learning, including tools for making tran-
scriptions more widely accessible, recent advances in geospatial applications, and new directions
in media creation. We close in Section 5 with a brief look at how digital tools have been used
during the COVID-19 pandemic, and some thoughts about the future of tool development for
documentation and resource mobilization.1

2. THE EVOLUTION OF STANDARDS

All technological advances occur with some awareness of expected standards that make explicit the
priorities of users that software should embody. The software and tools described in this article
have taken place against a backdrop of two decades of discussions in the linguistics technology
community and of the ever-renewing technological advances in the world at large. In this section
we discuss the evolution of standards for language documentation and revitalization tools since
the early 2000s, a period of rapidly expanding access to technology.

2.1. Early Advances

Wemark the beginning of the disciplinary conversation about standards for technology with Bird
& Simons’s (2003) article about the paramount need to ensure the portability of digital language
products. This landmark article outlined seven parameters along which researchers should ensure
the long-term preservation, sharing, and reuse of digital language documentation and descrip-
tion materials. These parameters are content, format, discovery, access, citation, preservation, and
rights, and this article set in motion an international discussion about best practices for managing
data in a newly digital world.

1Given the ubiquity of digital methods in general, and the word limit of this review in particular, it is not
possible to include every corner of the field that is affected by advances in technology, and we have had to
make some hard decisions about which areas to exclude. We have opted to leave out some obvious realms,
including lexicon creation, which has been dominated for the last decade by FieldWorks Language Explorer
(FLEx) (SIL International 2022, Beier & Michael 2022), and the staggering array of mobile applications for
documentation and language learning (see, e.g., Surma & Truong forthcoming), as well as many areas in
computational linguistics and natural language processing. We have instead chosen to focus on tools that are
likely to be relevant to a greater number of practitioners or that have greater potential to change the way
documentary linguists work.
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Metadata:
information about
data; in language
documentation this
includes information
such as language name,
participants’ names,
date of recording,
location

Early efforts to develop these practices, and to educate the academic linguistic audience about
them, include the Electronic Metastructure for Endangered Language Data (E-MELD) project
(Boyton et al. 2006). E-MELD was a five-year, multimillion-dollar project that launched in 2001
and sought to develop methods for digitizing the ubiquitous analog collections of fieldwork data2

from the previous century of linguistic investigation. Among the deliverables of E-MELD was
the online School of Best Practices website (http://emeld.org/school/index.html). The School
was aimed at individual researchers in possession of, for example, paper lexical slip files or boxes
of audio tapes who wanted to learn to properly digitize them for posterity. The School contained
virtual classrooms on media and technology types, case studies of digitization projects, a reading
room, a tools room, and more. Arguably, E-MELD and the School educated a generation of lin-
guists in digital standards and paved the way for much of the software discussed in the rest of this
article.

Another important development of this early era was the creation of the Open Language
Archive Community (OLAC) (Simons & Bird 2003), a network of international archives whose
administrators still cooperate on standards for the preservation and description of endangered lan-
guage resources. The OLAC search engine (http://dla.library.upenn.edu/dla/olac/index.html)
allows for the discovery of thousands of items in participating OLAC archives worldwide. Archiv-
ing has since become a regular part of documentary practice, and recent developments in this area
are discussed further in Section 3.4.

The early 2000s also saw the rise of two prominent loci of software development. The Max
Planck Institute (MPI) for Psycholinguistics housed the archives of the Documentation of Endan-
gered Languages projects and developed a suite of tools known as Language ArchivingTechnology
(LAT) (Koenig et al. 2009). The LAT suite included tools for metadata creation, resource up-
loading, lexicon development, and, in its most widely adopted tool ELAN (EUDICO Linguistic
Annotator), transcription of multimedia resources (see Section 3.3). SIL International (2022) has
also been a prominent developer of tools over the years; early projects include the no-longer-
supported Shoebox and Field Linguist’s Toolbox for transcription and lexicon development,which
led to the more robust FieldWorks Language Explorer (FLEx).While the tools developed byMPI
have had a primarily academic audience in mind, the tools from SIL International have been di-
rected mostly at a more diverse user base, including language workers with no formal linguistics
training.

At the same time, more general language-related developments were taking place that influ-
enced the direction of software development. The 2007 publication of the ISO 639-3 standard for
three-letter codes for representing language names (ISO 2007) allowed for the cross-referencing
of materials in or on a particular language without the need for agreement on the language name
itself or even on its status as a dialect, language, or macrolanguage.The rise of Unicode allowed for
the interoperability of different scripts across platforms and fonts by assigning a font-independent
code point to each character in a given script (for more on linguistic applications of Unicode, see,
e.g., Moran & Cysouw 2018). Cheap data storage and inexpensive, high-quality solid-state digital
recording devices put access to lossless audio formats such as WAV into everyone’s hands, and

2A brief note about the use of the term data in this article: We acknowledge and respect that languages and
samples thereof, whether occurring ephemerally in an oral or signedmodality or fixed via writing or recording,
represent people (individually) and peoples (collectively). Such samples are gifts,without which the endeavor of
language documentation would have no foundation.Our use of the term data is not meant to distance language
from the people who produce(d) it or to relegate language to a commodity; rather, it is used as a shorthand to
refer to the fixed records of instances of language around which so much discussion of technology, as a forum
for promoting, protecting, and sharing it, has developed. For more on the relationality between language,
language workers, and language data, see, for example, Leonard (2017, 2021) and Gaby & Woods (2020).
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Open-Source
software: software for
which the original
code is freely available
and can be modified
and distributed by
others

knowledge of basic programming, including for presentation formats such as HTML, became
more common among language workers.

2.2. The Second Wave of Standards Development

Once digital standards for portability were more or less in place, attention turned to other kinds of
standards relating to language documentation technology. The first of these pertains to new eth-
ical considerations that digital technology brings to the field of language documentation. Nathan
(2010) discusses the ethics of audio recording: Linguists must not forget that language consultants
are agentive and social, and because audio recording preserves the identities of people who par-
ticipate in a recording session, linguists are obligated to provide as rich and faithful a recording
of the interactional qualities of the recording session as possible. A 2010 special issue of Language
& Communication on ethics and linguistic fieldwork aimed to examine the ethical implications of
digital methods for language documentation. Among the papers found in this issue are O’Meara
& Good (2010), which examines the appropriate use of the legacy materials that are often found
in archives; Robinson (2010), which discusses informed consent in communities with little first-
hand experience in the implications of putting language data on the Internet; and Debenport
(2010), which explores community-specific notions of language ownership as they contrast with
non-Indigenous understanding of “universal ownership” (e.g., Hill 2002) of language information
in the digital world.3

A second recent discussion pertains to the role of colonial practices in the development of
technology for language reclamation in Indigenous communities, with an aim toward advocat-
ing for digital tools that keep decolonization goals at the forefront. For example, Brinklow et al.
(2019) pose three guiding principles for language technology in Indigenous contexts in Canada.
The first guiding principle is that language revitalization technologies are a means to an end, not
an end in themselves. “To properly scope a given technology, it is necessary to have a firm under-
standing that it is people that revitalize a language and that technology can merely multiply their
efforts” (Brinklow et al. 2019, p. 403; emphasis in the original). This approach centers people over
tools, even as tools can motivate and assist people in reaching language goals. The second guiding
principle put forth by the authors is attention to the Indigenous user experience, especially cul-
turally salient contexts such as the orality of language and protocols over how, by whom, and to
whom knowledge can be transferred. Their third principle pertains to data sovereignty and Open
Source. Regarding data sovereignty, a growing issue of concern in Canada (among other places,
including Australia and Aotearoa), Indigenous communities often claim ownership of language
data, a belief with which many of the data policies found in software user agreements are out of
step. “[L]anguage technology must. . .ensure that communities are able to protect themselves in
digital spaces” (Brinklow et al. 2019, p. 404). Similarly, Open-Source software is a countermeasure
to digital colonization: Inaccessible software “reinforce[s] the power of a small group of experts
at the expense of the larger language revitalization community” (Brinklow et al. 2019, p. 405).
First Peoples’ Cultural Council (2020) has recently published Check Before You Tech!, a guide to
selecting software to be used in Indigenous language programs. The guide walks people selecting
technology for use in revitalization through a series of questions such as How will the technology
help us? Who is providing the technology?Who owns, controls, and accesses the data? andWhat
are the plans for security, privacy, and disaster recovery?

3A reviewer rightly points out that university-based research in language documentation intersects with eth-
ical considerations vis-à-vis protocols needing approval by institutional review boards or research ethics
committees (see, e.g., Bowern 2010,Warner 2014, Good 2018).
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In recent years, discussion of standards has been influenced by both the open scholarshipmove-
ment and the push toward reproducible research in the social sciences. In both of thesemovements,
increased broad access to data is considered assets for FAIR (findable, accessible, interoperable,
reusable; see Wilkinson et al. 2016) research practices. In the former, removing financial barri-
ers to data and publication is seen as a benefit for the common good; in the latter, researchers
are encouraged to make research data shareable and transparent in service of better science (e.g.,
Berez-Kroeker et al. 2018, 2022; but see also Dobrin 2021).While these movements seem to be of
obvious benefit, recordings of natural language use can be sensitive or private, or they may contain
information that could be of financial benefit to parties outside the language community; in these
cases, open data may be unethical (Holton et al. 2022). Seyfeddinipur et al. (2019) outline the
challenges of public access, copyright, and other legal issues and provide strategies for reaching
solutions in various settings, including language communities, universities, and archives.

3. TECHNOLOGY FOR THE LANGUAGE DOCUMENTATION
WORKFLOW

The typical workflow of language documentation involves a more or less widely accepted series of
steps, includingmaking recordings, creatingmetadata, annotatingmedia files, backing up files, and
depositing materials into an archive for safekeeping (e.g., Cox 2022 or Thieberger & Berez 2011;
for more on the nontechnological aspects of the documentary workflow, see also, e.g., Bowern
2015 or Meakins et al. 2018). In this section we examine the more common tools used in this
workflow.

3.1. Workflow Management

Let us first look at recent software designed to manage the documentary workflow. Thieberger
(2016) presents the results of a survey of field linguists about their habits for tracking metadata
and archiving materials. The survey found that most respondents do not use dedicated software,
relying instead on a spreadsheet, pen and paper, or word processing software for creating and
tracking metadata. Those who do use dedicated software [i.e., linguistic metadata creation tools
such as Arbil (TLA 2020) or CMDI Maker (https://cmdi-maker.uni-koeln.de/)] found them
difficult to use. As for archiving, while half of the respondents use metadata tools to upload meta-
data with their materials,4 many still enter metadata by typing them from paper notes (and many
respondents admitted to not archiving their materials at all). This points to the need for simple,
user-friendly tools to take the drudgery out of the process of metadata creation.

One such tool that is under development is Lameta (Hatton et al. 2021), an outgrowth of the
earlier SayMore tool (Moeller 2014, Lee 2022). Lameta is designed to help users track projects
(e.g., sponsors, access protocols), people [e.g., names, birth year, language(s), education, ethnicity,
occupation], and session metadata (e.g., media files and associated transcripts, descriptions, topics,
participants, subject and working languages, dates, location) and then export all files and metadata
into formats required by some of the most widely used archives.

3.2. Recording Media

In general, for audio and video recording, documentary linguists rely on advances in indus-
try technologies paired with guidance from colleagues with particular experience in making

4It is not clear from the survey results whether this number includes those who were allowed to submit a
spreadsheet for ingestion or whether it includes only dedicated tools.
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Virtual reality (VR):
a computer-generated
interactive and
immersive
environment, usually
experienced through a
headset

quality recordings for the purposes of language documentation. Guidance on audio standards and
equipment selection for language documentation is easy to obtain (e.g., Bowern 2015).

In recent years, the importance of video documentation in revealing the aspects of language use
that are not interpretable from audio alone, including signs, gestures, reference, deixis, interaction,
and more, has come to the forefront (for a recent discussion, see Pentangelo 2020). However, the
shift to video brings with it a host of choices, as the available selection of video cameras, settings,
codecs, and formats is dizzying. As Seyfeddinipur & Rau (2020) note, most of the information
found online is usually directed not toward linguists or the needs of language documentation
but rather toward documentary filmmakers and YouTube content creators. To further compli-
cate matters, the development of new technologies moves faster than the typical time needed
to distill information and publish it to make it useful for language documenters. Nonetheless,
Seyfeddinipur & Rau provide up-to-date guidance on current recommendations for cameras,
settings, encodings, and formats while still acknowledging that their advice is likely to become
increasingly moot over the next five years. They also stress the need for linguists to seek spe-
cialized training in video creation, because “[a] video camera can see but it cannot look and it
can hear but it cannot listen” (p. 507; emphasis in the original), and the creation of language
documentation requires more skills than an amateur home video of a birthday party.

Advances in virtual reality (VR) and 360° video mean that the field is on the precipice of some
potentially exciting new modalities for language documentation. Pentangelo (2020) describes his
10-plus-hour corpus of Kanien’kéha spontaneous conversation created using 360° video and am-
bisonic audio, which allows for a more fully immersive experience of the corpus. Among other
advantages, this setup allows for an expanded frame in which participant configurations that are
too complex to capture with traditional video can be recorded simultaneously. Figure 1a is a dia-
gram of a conversation between six participants in a boardroom with multiple six-foot conference
tables.Figure 1b is a still from the 360° video,which easily captures the faces of all six participants,
a feat that would be possible only with multiple traditional cameras.

3.3. Annotation

Annotation, a central activity in the documentation workflow, transforms the raw data of a record-
ing into primary data that can then be derived via many analytical or presentational methods and
turned into linguistic analyses, teaching materials, or useful language products (Himmelmann
2006; for a discussion of raw versus primary data in language documentation, see Himmelmann
2012). The manual transcription software landscape has long been dominated by ELAN (Sloetjes
&Wittenburg 2008).5 The main function of ELAN is straightforward: to time-align annotations
to media, that is, to link typed annotations to media files via offsets that reference the starting and
ending points of the annotation so that the exact point in the media that an annotation references
can be easily located. ELAN has remained the most widely used annotation software in the field
in part because of its portability: ELAN is Open Source, Unicode compliant, and XML based,
such that the information encoded will not be lost should ELAN cease to be supported in the
future (Berez 2007). Tier structure is highly customizable, allowing for multiple participants
and multiple layers of information, including morphemic parsing, glossing, free translations,
gestures, metacommentary, and even phone-level alignment. Over the years, the developers have
increased functionality and user-friendliness by including specialized interfaces for different

5Other software, including FLEx (SIL International 2022) and Praat (Boersma &Weenink 2022), also occupy
the annotation software space.
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Figure 1

(a) A diagram of the conversational situation. Lowercase c refers to the camera; S1–S6 refer to the six
participants; and the initials J.P. refer to the researcher, Joseph Pentangelo. (b, left to right) S1, S2, S3, S4, S5,
S6; the researcher’s body is obstructed by S6. Figure adapted with permission from Pentangelo (2020).

tasks; enhancing automaticity of some aspects of the workflow, including audio recognizers and
linkage to a lexicon; and adding corpus-level query options.

3.3.1. Challenges for annotation technology. Several challenges to annotation exist. The
most pressing of these is the so-called transcription bottleneck (Seifart et al. 2018, Himmelmann
2018), wherein “language documentation projects typically manifest a yawning gap between the
amount of material recorded and archived and the amount of data that is minimally annotated
(transcribed and translated), let alonemore thoroughly analyzed (e.g.,morphologically segmented
and glossed)” (Seifart et al. 2018, p. e335). This means that linguistics is sitting on a massive body
of raw data that is currently unusable for even the most basic analysis.

Human transcription has obvious limitations on speed and efficiency: Spoken language is
“underdetermined by the acoustic signal” (Himmelmann 2018, p. 35), consultants may edit the
original phrasing when assisting with transcription, and everyone involved can get fatigued. Basic
oral language documentation (BOLD) (e.g., Reiman 2010) was piloted as an effort to overcome
these challenges and to take advantage of fluent consultants now by circumventing keyboarded
transcription. BOLD uses oral methods to create verbal annotations, whereby consultants care-
fully “respeak” recordings (as the equivalent of a transcript) and also speak translations. The result
is a multitrack augmented recording containing the original recording interspersed with careful
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Automatic speech
recognition (ASR):
the automated
conversion of an audio
signal into a string of
textual transcription

Neural network:
network of processing
elements (artificial
neurons) that each
convert input into
output toward a
specific computational
goal

Pronunciation
lexicon:
a set of grapheme-to-
phoneme mappings
that is specified
manually for use in
ASR

respeaking and interpretation. Later, the theory goes, someone can come back to keyboard the an-
notations when there is more time. BOLD showed some initial methodological success (Boerger
2011), although it has not had broad uptake, perhaps because it kicks the can down the road, nor
has it been broadly demonstrated that BOLD eventually results in widely repurposable textual
transcriptions. At the moment, the most promising technologies for speech-to-text exist in the
realm of natural language processing (NLP) (discussed in Section 3.3.2).

Beyond the transcription bottleneck, other authors have discussed technological challenges to
annotation pertaining to the usefulness of collections of transcripts via, for example, corpus meth-
ods and other kinds of computational processing (for discussions on integrating corpus linguistics
with language documentation, see Cox 2011 and Lüdeling 2012). Orthography is one such chal-
lenge. Idiosyncratic or dialectal variations in spelling can hinder the usefulness of a collection of
transcriptions by masking patterns in the data. Rytting & Yelle (2017) propose a solution based on
an extant method for the Detection of Errors and Correction in Corpus Annotation (DECCA)
that does not make reference to a lexicon and is therefore potentially more useful for an under-
resourced language. Another orthographic challenge is the use of multiple scripts; for example,
Cyrillic and Latin scripts and International Phonetic Alphabet/Americanist phonetic notation are
all in use by various stakeholders in the documentation of St. Lawrence Island/Central Siberian
Yupik, as described by Schwartz & Chen (2017). They developed a web-based utility to con-
vert between these scripts that takes into account language-specific orthographic conventions for
representing morphophonological processes.

3.3.2. NLP for annotation. NLP offers many opportunities for language science, but those
technologies are available only for a small fraction of the world’s languages ( Joshi et al. 2020).
Even NLP technology that claims to be language independent is often not so on closer exami-
nation (Bender 2019). In recent years, the intersection of computational linguistics and language
documentation has been growing. NLP technologies, such as those described in this section and
other models such as finite-state transducers, have the potential to form a virtuous circle with lan-
guage documentation, wherein each guides the other to richer language records. In this section
we examine a few growing NLP technologies that can aid in the documentary workflow.

The transcription bottleneck has motivated large strides in applying automatic speech recog-
nition (ASR) technology to smaller documentary datasets. The established ASR systems for major
world languages are trained on data so big as to be out of reach formost documentation and revital-
ization contexts. Making useful ASR for smaller data is a computational challenge but can greatly
aid in speeding up transcription by creating an imperfect first-pass transcript that can later be
corrected by hand, including potentially through crowdsourcing, as described by Anastasopoulos
& Chiang (2017) for Griko.

ELPIS (the CoEDL Endangered Language Pipeline and Inference System) (Foley et al. 2018)
allows users to train an ASR system on a limited body of transcribed data with either the Kaldi
(https://github.com/kaldi-asr) Open-Source toolkit or Hugging Face Transformers (https://
huggingface.co). Phonemic transcription is also now possible in ELPIS using ESPnet (Watanabe
et al. 2018), a neural network speech-processing toolkit that allows ELPIS to be used without a
pronunciation lexicon or other language-specific preprocessing. Less preprocessing and an em-
phasis on user-friendly interfaces are intended to make ELPIS more easily accessible to language
workers without computational training (Adams et al. 2021).

Persephone, a precursor to ELPIS, is another Open-Source phonemic transcription tool that
uses neural networks to predict phonemes and tones directly from audio (Adams et al. 2018). Some
of the data preprocessing needed to use Persephone can be automated, as described byWisniewski
et al. (2020) formaterials in the open-access Pangloss Collection (Michailovsky et al. 2014), further
lowering the barrier for interdisciplinary work between linguists and computer scientists.
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Untrained forced
alignment: forced
alignment using a
model trained on one
language to align text
and audio from
another language

Forced alignment:
automated alignment
of extant textual
transcriptions to audio
at the phone level

In low-resource contexts, it can be helpful to utilize a multilingual acoustic model, where
various languages are used for training. However, such models tend to ignore differences be-
tween phonemes and phones. The performance of ASR in low-resource contexts can be improved
with multilingual models that incorporate language-specific phonological knowledge about which
phonemes in each language correspond to which allophones (Li et al. 2020).

Forced aligners automatically narrowly match existing transcriptions of utterances to audio
recordings. For a low-resource language, there are two main ways to use a forced aligner. The
first option is to apply an aligner that was trained on a high-resource language such as English
(thismethod is often referred to as untrained forced alignment). For example,DiCanio et al. (2013)
describe a project to use two English-trained forced aligners, HMALIGN and the Penn Phonet-
ics Lab Forced Aligner toolkit, to segment Yoloxóchitl Mixtec data. Coto-Solano & Solórzano
(2017) compared the English-trained Forced Alignment and Vowel Extraction (FAVE)-aligner
(Rosenfelder et al. 2014) with the French model in Easy Align (Goldman 2011) in their effi-
cacy with the Bribi language (Coto-Solano & Solórzano 2017); FAVE-align had smaller error
rates.

Coto-Solano et al. (2022) describe a project to develop untrained forced alignment for six
underrepresented languages: Cook Islands Māori; Denggan; Bribri, Cabécar, and Malecu; and
Me’phaa Vátháá. As the authors describe, “the main challenge is to transform the data into a form
that can be processed by an English aligner. . .and then to undo those transformations so that the
data are not ‘deformed’ by having to fit into an English mold” (Coto-Solano et al. 2022, p. 425).
This is accomplished through glyph management, in which the user develops a pronunciation
lexicon mapping the phones of the target language as closely as possible onto the glyphs used by
the aligner (in this case, the Arpabet) and then transforms the output of the aligner back into the
desired graphemic representation.

The second option for forced alignment of low-resourced languages is to train an aligner on
data from the target language or from across a family of underresourced languages (Strunk et al.
2014). The Montreal Forced Aligner (MFA) (McAuliffe et al. 2017) has been used successfully for
Matukar Panau (González et al. 2018b), Kera (Kempton & Pearce 2020), ʻŌlelo Hawaiʻi (Kettig
2021), and Uspanteko (Bennett et al. 2022), among other languages. MFA uses the Kaldi ASR
toolkit and can be trained on non-English language data or the English model can be used. The
Munich Automatic Segmentation System (MAUS) (Schiel 1999) is an Open-Source forced aligner
with an untrained mode that can be helpful for noisy conversational data, as Jones et al. (2019)
show forNorth Australian Kriol. Although studies comparing different forced aligners are limited,
conclusions drawn frommajor world language data may be useful for low-resource language work.
González et al. (2018a) compared MFA with LaBB-CAT (Fromont & Hay 2012), FAVE, and
MAUS on English data, and found that MFA gave the most accurate boundaries.

3.4. Archiving

Because the preservation of language materials is a central aim of language documentation, the
scope of endangered language archiving is broad and could be described here from several stand-
points: that of the archive user, who wants to find information about a language of interest; that of
the depositor, who wants to ensure the long-term preservation of materials in their possession; and
that of the archivist, who wants to create or maintain a collection in an institutional setting such
as a tribal library, museum, or university. The history and role of archives in language documenta-
tion are discussed at length byWoodbury (2014) and Henke & Berez-Kroeker (2016); Kung et al.
(2020) and Andreassen (2022) provide excellent guidance for potential future depositors. Instead,
we focus here on a few recent developments in archiving thinking and technology that are likely
to prove transformative in the coming years.
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Content
management system
(CMS): a software
system or application
used to manage (store,
share, describe) digital
content

3.4.1. The usability of archives. The discussion of the usability of endangered language
archives has widened over the past half-decade. On the basis of discussions with Indigenous lan-
guage workers inWashington, Alaska, and California, Shepard (2015, 2016) critiques the usability
of non-Indigenously administered archives, in that they often fail to honor Native American
cultural beliefs and sovereignty. “Resources in archives are often underutilized by Native com-
munities for a variety of reasons, including lack of management controls, limited discoverability
and unclear intellectual property ownership” (Shepard 2016, p. 459). He continues:

A particularly challenging issue for many tribal groups, is the idea that archives “grant easy ac-
cess” (Trilsbeek & Wittenburg 2006, p. 313) to cultural documentation. Since documentation may
contain sensitive information, inappropriate access may complicate capacity to affirm and maintain
self-determination. At its core, self-determination is simply the idea that Native communities can ef-
fectively interpret their past and have a right to make decisions about the trajectory of their present
and future. Self-determination is as much an issue of practical concern for tribes, as an ideological one.
(Shepard 2016, pp. 460–61)

In addition to archive policies that may erode tribal self-determination, available technologies
such as content management systems (CMSs) may also be problematic in that they cannot eas-
ily accommodate Indigenous traditions for knowledge access and transfer. Shepard advocates for
“value-added” language archive platforms with features intended to address cultural and political
concerns of the tribe. One example of such a platform is Mukurtu CMS (https://mukurtu.org/)
(Shepard 2014, Christen 2019).

Mukurtu, which began around 2007 as a community-led archiving project prompted by
the repatriation of digital photographs to the Warumungu Aboriginal community in Central
Australia, now serves a much wider audience and is an alternative to more rigidly fixed CMSs
that are commonly used in libraries and museums. Crucially, Mukurtu allows communities to
implement culturally informed access protocols that may run counter to intellectual property or
copyright law, which may instead be based on community-specific “relationships, obligations, and
ongoing intergenerational knowledge sharing based on systems and networks of reciprocity and
respect recognized by community members” (Christen 2019, p. 158).Mukurtu also integrates Tra-
ditional Knowledge labels (Anderson et al. 2008), which allow archive managers to label materials,
for example, as restricted to members of a certain clan, as seasonal knowledge, or as sacred (see
Figure 2). Finally, Mukurtu also allows for flexible metadata entry so that multiple people can
contribute their knowledge about a resource.

Babinski & Bowern (2021) approach usefulness of materials in archives in terms of how well
they can be understood and repurposed by a user other than the original depositor. They exam-
ined 23 audio-plus-transcription collections from three archives [Pacific and Regional Archive
for Digital Sources in Endangered Cultures (PARADISEC) in Australia, Endangered Language
Archive (ELAR) in the United Kingdom, and Archive of the Indigenous Languages of Latin
America (AILLA) in the United States] in terms of analyzing variability in the structure and con-
tents of corpora. They discovered that barriers to usability include missing information, some of
which is not recoverable (e.g., missing or empty transcription files, missing metadata); extraneous
information (e.g., multiple copies of the same files); and errors (e.g., stray nonprinting characters,
Unicode conversion errors, delimiting characters in the wrong places). All of these errors, while
understandable, greatly reduce the usability of the materials in the archives.

The language archiving community is just beginning to grapple with possible solutions to the
usability question.Wasson et al. (2016, p. 647) survey language archives in terms of user-centered
design (UCD), an interdisciplinary research field that strives to ensure “that technologies. . .are
designed to meet the needs and constraints of their users.” They present a typology of archives,
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Figure 2

Traditional Knowledge (TK) labels. A screenshot of labels taken from https://localcontexts.org/labels/
traditional-knowledge-labels/ on August 26, 2022, and figure with permission from Jane Anderson,
Kim Christen, Māui Hudson, and James Francis Sr.

and of stakeholder groups and their perspectives, based on a 2016 workshop at the University of
North Texas. While a UCD approach to archiving is still in its infancy, the authors emphasized
the continued importance of collaboration between stakeholder groups, and especially of finding
ways to facilitate access to collections to facilitate novel and useful ways of visualizing the materials
contained within.

3.4.2. Emerging technologies for archives. Creative application of emerging technologies can
facilitate access to collections. One recent example is Glossopticon (https://glossopticon.com/)
(Burrell et al. 2019, Hendery & Burrell 2020), a VR interface to audio recordings of language
held in PARADISEC. As Hendery & Burrell note, exploring the contents of a language archive
through its catalog can be daunting and unsatisfying, even when one is searching for something in
particular. The immersive nature of VR can turn resource discovery into an embodied experience
that “approximates. . .the environment from which the data originate” (Hendery & Burrell 2020,
p. 485). PARADISEC contains approximately 9,700 hours of audio from more than 1,200 lan-
guages (Burrell et al. 2019), far too much to explore meaningfully for most users. In Glossopticon,
the user experiences the materials in the collection through a three-dimensional map with pillars
of light emanating from geographic points representing the location where the language is spo-
ken. The pillars are surrounded by domes of different sizes depending on the number of speakers
for each language. Users can move through the map using a VR headset (cardboard-style with
smartphone, or dedicated hardware) with or without hand-gesture tracking (e.g., Leap) or via
their desktop or mobile device. As users approach the language pillars, spatially dynamic snippets
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of audio from each language collection can be heard, and a heads-up display with collection
metadata can be seen. Users can save collections of interest to return to later.

Exporting and sharing subcollections of archived materials with language communities have
long been considered part of ethical documentary practice, but separating resources from the
archive metadata catalogs risks shared materials becoming undiscoverable or indecipherable. Pro-
tocols such as the Oxford Common File Layout (OCFL; https://ocfl.io/) and Research Object
Crate (RO-Crate; https://www.researchobject.org/ro-crate/) are gaining traction with lan-
guage archives as a way to maintain file structure and metadata (Trilsbeek 2021, Thieberger &
La Rosa 2021). OCFL is a protocol that specifies an expected structure for files and folders that is
transparent, friendly to versioning, and application independent. RO-Crate is a protocol for pack-
aging lightweight metadata alongside research data—as opposed to keepingmetadata in a separate
database—using JSON for Linking Data (https://json-ld.org/). In this way, metadata integrity
can be maintained when, for example, one wants to share a subcollection via a lightweight com-
puter such as Raspberry Pi (https://www.raspberrypi.org/) or a portable drive (e.g., Thieberger
& La Rosa 2021; ARC Centre of Excellence for the Dynamics of Language 2021a,b).

4. MOBILIZING RESOURCES

Beyond archiving, once documentary materials have been created, those materials usually need
to be mobilized for purposes such as revitalization, reclamation, and research. In this section we
present recent advances in three subareas in the mobilization of documentary materials: accessi-
bility of transcripts and corpora, applications of geospatial technology, and the creation of media
such as books and animated films.

4.1. Mobilizing Transcripts

A number of tools are available to mobilize XML transcripts in the form of online corpora or
display of interlinearized glossed text (IGT). Here, we cover some of the more recent tools in this
sphere [for a longer history (e.g., TROVA, ANNEX, EOPAS, Pangloss), see Kaufman & Finkel
2018]. Kratylos (Kaufman & Finkel 2018) transforms IGT formatted in XML from software such
as FLEx and ELAN and makes it viewable and searchable online while making no alterations to
the source database. Its features include automatic orthography conversion, simultaneous search
acrossmultiple corpora, a comments and corrections feature, and data export with proper citations.
Kratylos also supports searches for complex regular expressions, making IGT collected by field
linguists more usable for theoretical linguistics research. Kratylos greatly facilitates IGT sharing
among academic linguists, though it is not targeted specifically for use by speech communities.

Kwaras (Caballero et al. 2019) is a tool for managing ELAN corpora and linking them with
WAV files. It creates a searchable interface that integrates transcriptions, annotations, audio clips,
and metadata. Kwaras also generates citations for individual pieces of data and hyperlinks to pro-
vided audio files, which can facilitate data transparency in publications. Users can customize the
structure of the Kwaras display by choosing which ELAN tiers to import, although the program
does not preserve tier hierarchy. This customization allows Kwaras to be used for a variety of au-
diences; for example, a user could choose to display only fields relevant to practical use by native
speakers. Kwaras can be used both on- and offline, further increasing its usability in the field.

Namuti (Caballero et al. 2019) is a sister tool to Kwaras that is specifically focused on commu-
nity members’ needs. Like Kwaras, Namuti links audio files, annotations, and metadata. It retains
Kwaras’s search capabilities and creation of unique identifiers for individual pieces of data.Namuti
adds several different ways to visualize data for different purposes, such as a story view that displays
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texts with only audio, practical orthography, and translation. It lists texts by title and contributing
author, the information most likely to be of use for community members.

Shifting from online corpora to tools for simple display, which continue in the tradition of the
now-outdated CuPED (Berez & Cox 2009), the IATH ELAN Text-Sync Tool (ETST) (Dobrin
& Ross 2017) plays ELAN files and their corresponding audiovisual media in a format more ac-
cessible to nonacademic audiences. It distinguishes speakers in a transcript by their initials and
color-coding and highlights lines of the transcript that correspond to the audio as it plays. The
tool can be used on- or offline and files play in a web browser. Coded in HTML, ETST is de-
signed to function on any type of device, including smartphones and tablets. To run ETST, a user
downloads three small files from the ETST website that create a playable interface when com-
bined with an ELAN file and associated media formatted correctly (ETST provides a template
for this format). When stored online, this derived file can be generated when a user clicks on it.

LingView (Pride et al. 2020), another display tool, takes input from both ELAN and FLEx.
The tool’s data pipeline merges ELAN and FLEx files into a JSON format and then converts
them to HTML so they can be viewed together, along with associated audio and video, in a web
interface. LingView prioritizes customizability in its design, such that end users can choose which
fields to display at a given time, while the rich range of data in ELAN and FLEx is underlyingly
still there. This makes LingView well suited for use by individuals in speech communities, as well
as academic audiences, all with differing needs.

4.2. Applications of Geospatial Technology

The easy application of global positioning system (GPS) and geographic information system (GIS)
technology to language documentation has led to some recent creative applications of spatial ex-
periences of language. Larsson et al. (2021) describe three case studies integrating geospatial data
into ELAN transcriptions of video-recorded linguistic events. By fitting language consultants with
chest-strapped cameras equipped with GPS receivers, researchers can import the latitude and
longitude coordinates into an ELAN tier, which synchronizes the audiovisual media and tran-
scription with the locations where the recording took place. In one case study, the authors asked
Eastern Penan speakers to walk through the Kelabit Highlands of Malaysia while discussing the
places they passed.Exporting the geodata into KML format allows for easy visualization inGoogle
Earth, where the paths they traversed can be viewed along with a point-of-view video of the loca-
tion from the chest-strapped cameras, an audible recording of the conversation, and a transcript.
Other case studies described by the authors include placenames documentation and visualization
of locomotive verbs in Jahai.

Possemato et al. (2021) use GPS and GIS technology to analyze locational pointing gestures
in the discourse of speakers of four Australian languages. The method involves using two cameras
and precise GPS data about the location of the recording event and the positioning of the cameras.
The vectors of pointing gestures made by the participants can be extrapolated and then plotted in
visualization software such as Google Earth. The vectors can then be compared with ideal vectors
between the speaker and the intended targets—sometimes thousands of kilometers away—and
analyzed for accuracy. In one example, a Murrinhpatha speaker points toward a location called
Thuykem several times, some 16 kilometers away, and is shown to be within 10 degrees of accuracy
every time.

On a smaller scale, augmented reality (AR) and VR allow for other creative spatial explorations
of language. Kelly & Cowell (forthcoming) describe a method they call virtual reality elicitation,
in which Northern Arapaho elder speakers can immerse themselves in VR environments of, for
example, the interior of an Arapaho tipi and sites in the traditional Arapaho homelands. The
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participants are then encouraged by other Arapaho elders to talk about what they see. Importantly,
Kelly & Cowell show that samples of language collected through VR elicitation are comparable
to samples collected using more traditional methods and in some ways are as structurally and
cognitively rich as Arapaho narrative genres. Similarly, Running Wolf & Running Wolf (2017)
use both AR and VR to enhance the user experience of Madison Buffalo Jump, a limestone cliff
in Montana that was used for centuries by Indigenous peoples for harvesting bison. Trail markers
in the state park allow users to access AR narratives, oral histories, and information about plants
and animals. The VR experience (http://runningwolf.io/entrance) allows users who are not in
the park to virtually visit the site.

4.3. Media Creation

Media such as books, games, and film can be major tools for language reclamation and revitaliza-
tion. However, such media are rarely published on a large scale in minoritized and endangered
languages. Bloom software (Hatton &Hatton 2019) allows the easy creation of books in underre-
sourced languages. It is free for language communities and does not require an Internet connection
to use. Users can create books from scratch or translate premade shell books to quickly generate a
library of titles in a given language.Creators can easily insert images andmultilingual text. Further,
users can create audiobooks in Bloom by recording one sentence at a time, and viewers can follow
along with highlighted text when listening. Bloom formats books with front and back matter, with
the user filling in appropriate fields. A dialogue box guides users in establishing copyright.

Other projects mobilize existing media creation technologies for reclamation and revital-
ization. A high-profile example is the 2014 video game Kisima Inŋitchuŋa, or Never Alone, a
collaboration between Alaska Native community members and knowledge holders and profes-
sional game developers (E-Line Media 2014). Based on a traditional Iñupiat story, the game’s
narration and dialogue are in spoken Iñupiaq.While Kisima Inŋitchuŋa was widely distributed and
received international media attention, smaller-scale video game projects also have significant po-
tential in revitalization and reclamation. For example,Edànì Nǫgèe Dǫne Gok’e ̨ıdì, orHow Fox Saved
the People, a game in Tł ̨ıcho that launched in 2018, was developed by self-taught volunteers using
off-the-shelf resources on a small budget (West et al. 2019). Games such as this one can function
as motivational teaching tools and build language skills through repetition, with in-game goals
reliant on mastery of language skills, while incorporating cultural content.

Animation is another way to bring traditional stories to life as learning tools. Silva (2016)
describes a project to animate traditional narratives in Desano. Yarbrough & Solomon (2019)
describe the use of animated short films of Hawaiian traditional stories in placed-based pedagogy
for immersion schools on Oʻahu.

5. LOOKING AHEAD: THE PANDEMIC AND BEYOND

Since we were first invited to write this article in March 2020,methods for remote language docu-
mentation have accelerated quickly, catalyzed by the COVID-19 pandemic, which is still ongoing
as we submit the present article in March 2022. The pandemic quickly focused language docu-
mentation in ways that may end up enduring for quite some time. The past two years have seen
language workers worldwide engaging more with technologies that are not necessarily new but
that are older and used in novel ways.

Remote data collectionwas not new during the pandemic, but it becamemuchmorewidespread
and necessary with COVID-19. Pandey (2021) discusses the convenience of using mobile phones
for linguistic interviews, although potential problems include connectivity issues and background
noise. Remote collaboration over the Internet has also become more common but can get
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complicated when collaborators can only access the Internet via shared computers in Internet
cafes. Rice & Dagua Toquetón (2021) discuss a remote collaborative workflow using YouTube
rather than ELAN for transcription and translation, which is well suited for when collaborators
can only access public computers. Linguistics in the Pub, an informal gathering of language work-
ers in the Melbourne area, held two virtual panel discussions in May and June 2020 (Linguistics
in the Pub 2020a,b) to discuss nascent challenges, such as privacy concerns when recording over
videoconferencing services such as Zoom, and opportunities, such as time to work with previously
collected data or for complex projects such as dictionaries, brought about by the pandemic.

During this global crisis, linguists also became involved in the dissemination of accurate
COVID-19 information in underresourced languages. VirALLanguages (http://virallanguages.
org/) is a collaborative project between linguists, health specialists, and community members to
distribute reliable COVID-19 information in 45 languages of Cameroon, Indonesia, and Pak-
istan in culturally appropriate ways, utilizing social media to circulate informational videos (Di
Carlo et al. 2022). Anastasopoulos et al. (2020) discuss the Translation Initiative for COvid-19
(TICO-19), in which machine learning was used to translate COVID-19 information into 26
underresourced languages selected according to the priorities of Translators without Borders.

The reliance on remote language work that arose during the pandemic is not likely to disap-
pear once the pandemic is over. Williams et al. (2021) argue that some of these changes should
become permanent. The advantages of shifting to a model with increased virtual interaction be-
tween a language community and outsider linguists include considerable financial savings and a
decentering of the researcher as the principal investigator. “Ultimately, this model of research
could serve to flip the script from ‘linguists’ working with ‘language consultants’ to the lan-
guage community working with a ‘linguist consultant’, more on their own terms” (Williams et al.
2021, p. 362). The authors advocate for tools for team communication and data sharing that are
free and widely used around the world (e.g., WhatsApp and Google Drive), although they ac-
knowledge that language-documentation-specific apps do have a place in the landscape of remote
work.

We conclude this article echoing some of the same sentiments thatWilliams et al. (2021) share.
While remote work will never replace the relationship-building that comes with face-to-face in-
teraction (e.g., Leonard 2021), the pandemic has jolted all of us out of previous routines and into
new ways of thinking about the tools we use, which in many arenas has turned out to be an im-
provement on older ways of working. “Although we have used some of the tools and software for
being in contact with our collaborators, many of us only gave serious consideration to remote
fieldwork when forced to by a global pandemic, while we ought to have been thinking outside
the box in this way all along” (Williams et al. 2021, p. 360). Indeed, thinking outside the box has
been an ethos in language documentation for the past three decades, since Hale et al. (1992) di-
rected attention to the crisis of language endangerment, giving impetus to the development of a
new subfield of linguistics. The technologies that have since arisen and continue to develop will
see increased emphasis on equalizing participation by all parties, taking fuller advantage of com-
putational methods being developed for large data, and increased mobilization of resources for
purposes already known and for those only imagined today.
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