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Abstract

To benefit from opportunities and cope with challenges in the environment,
animals must adapt their behavior to acquire rewards and to avoid punish-
ments. Maladaptive changes in the neuromodulatory systems and neural cir-
cuits for reward and aversion can lead to manifestation of several prominent
psychiatric disorders including addiction and depression. Recent progress is
pushing the boundaries of knowledge on two major fronts in research on
reward and aversion: First, new layers of complexity have been reported on
the functions of dopamine (DA) and serotonin (5-HT) neuromodulatory
systems in reward and aversion. Second, specific circuit components in the
neural pathways that encode reward and aversion have begun to be identified.
This review aims to outline historic perspectives and new insights into the
functions of DA and 5-HT systems in coding the distinct components of re-
wards. It also highlights recent advances in neural circuit studies enabled by
new technologies, such as cell-type-specific electrophysiology and tracing,
and optogenetics-based behavioral manipulation. This knowledge may pro-
vide guidance for developing novel treatment strategies for neuropsychiatric
diseases related to the malfunction of the reward system.
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INTRODUCTION

Now it is a universal law of human nature that nobody rejects what he judges to be good except through
hope of a greater good or fear of greater loss, and that no one endures any evil except to avoid a greater
evil or to gain a greater good. That is to say, everyone will choose of two goods that which he judges
the greater, and of two evils that which seems to him the lesser.

Benedictus de Spinoza

As elaborated by Benedictus de Spinoza in his Tractatus Theologico-Politicus, the pursuit of reward
and the avoidance of punishment are two fundamental forces that drive human behavior. Philo-
sophical matters aside, for any individual or species to survive and thrive, behaviors facilitating the
acquisition of food, sex, and other natural rewards, as well as behaviors for avoiding predators and
discomfort, must be selected through evolution. There is therefore an obvious biological need
for the nervous system to create structures and mechanisms for adaptive behavior on the basis of
reward and aversion.

Reward induces pleasurable feelings and generates approach and consummatory behaviors,
eventually leading to behavioral reinforcement (Schultz 2010); reciprocally, aversive stimuli (or
punishment) engage negative emotions, including dislike, disgust, and fear; cause avoidance; and
reduce the likelihood of an associated behavior being expressed. The prospect of obtaining reward
or avoiding punishment essentially drives decision making and motivates learning. Dysfunctions
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in the brain’s reward system contribute to prominent psychiatric disorders, including addiction
and depression.

Since the seminal discovery made by Olds & Milner (1954) that electrical stimulation of certain
brain areas causes approach behavior, positive reinforcement, and pleasure in rats, two essential
questions have arisen: Which brain sites produce the rewarding effects? Which drugs block them?
Attempts to address these questions have provided initial clues regarding the characteristics of
neuromodulatory systems and neural circuits involved in reward (Wise 2004).

Enormous advances have since been made in understanding the neural mechanisms underlying
reward and aversion. It is now understood that reward is not a unitary process but contains several
psychological components: liking (pleasure, hedonic reaction to reward), wanting (desire, moti-
vational process of incentive salience), and learning (Berridge & Kringelbach 2015). Dopamine
(DA) was once considered almost synonymous with reward, but investigation of exactly which
of the above components DA signals has just started. Furthermore, the field has begun to appreci-
ate the huge degree of heterogeneity in the reward system in terms of functionality, cell composi-
tion, transmitter type, and neural connectivity. DA neurons are much more diverse than originally
thought, transmitting not only positive reward but also aversive or alerting signals (Bromberg-
Martin et al. 2010c). An emerging theme is that connectivity patterns play an essential role in
determining these different functionalities (Lammel et al. 2014). Moreover, other neurotrans-
mitter systems have also been brought under the spotlight. The serotonin (5-hydroxytryptamine;
5-HT) system, for example, was recently revealed to play a surprising role in the processing of
reward and aversion (Luo et al. 2015). In addition, the discovery of the corelease of different
neurotransmitters from the DA and 5-HT neurons brought up new possibilities of how different
transmitter systems may cooperate to control reward behavior. Here, I review some important
findings related to neuromodulatory systems and the neural circuits involved in the coding and
processing of reward and aversion, with an emphasis on recent advances made with new technolo-
gies, including cell-type-specific electrophysiology and tracing, and optogenetics-based causality
experiments. A better understanding of the neural mechanisms underlying reward and aversion
may give new insights into the development of therapies for neuropsychiatric diseases, such as
addiction and depression.

NEUROMODULATORY SYSTEMS IN REWARD AND AVERSION.
I: THE DOPAMINERGIC SYSTEM

The first candidate neuromodulator implicated in reward was norepinephrine (NE) because drugs
promoting NE release potentiated intracranial self-stimulation (ICSS) (see the sidebar titled Meth-
ods to Systematically Investigate the Neural Circuits of Reward and Aversion: I), whereas drugs
depleting brain noradrenaline and those blocking noradrenergic receptors attenuated it (Olds &
Travis 1960, Stein 1962). These observations prompted the hypothesis that the NE pathway may
mediate reward function (Stein 1968). However, a more careful examination of the behavioral
effects of NE drugs revealed that NE impaired performance capacity, e.g., by making animals
sleepy (Roll 1970), rather than affecting the rewarding function itself.

Around the same period, evidence began to mount that DA is critical for processing reward
information and learning approach behavior. The cell bodies of DA neurons are mainly located
in several midbrain nuclei, including the substantia nigra pars compacta (SNc) and the ventral
tegmental area (VTA). Anatomical mapping of ICSS sites shows that the boundaries of effective
stimulation zones correspond best to the boundaries of these DA areas (Corbett & Wise 1980). DA
receptor blockade and dopaminergic lesions reduce the rewarding impact of ICSS and attenuate
the rewarding effects of drugs, including cocaine and amphetamine (Fouriezos & Wise 1976,
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METHODS TO SYSTEMATICALLY INVESTIGATE THE NEURAL CIRCUITS OF
REWARD AND AVERSION: I

The intracranial self-stimulation (ICSS) model is the most common classical method for studying brain stimulation
reward (Olds & Milner 1954, Wise 1996) and can be applied either electrically or chemically (Ikemoto & Wise
2004). More than 50 brain sites with reinforcing properties, often reflected by an increase in bar pressing after
self-stimulation, have been identified using this method. Many of these sites have also been classified as rewarding,
a property commonly measured by conditioned place preference (CPP). The strongest effect has been found at the
lateral hypothalamus, the medial forebrain bundle containing the most ascending dopaminergic pathways from the
ventral tegmental area (VTA) to the nucleus accumbens (NAc), the septal nuclei, and raphe. A potential problem of
using electrodes for ICSS is that this results in the stimulation of both cell bodies and fibers of passage. The location
of the source of brain activation therefore cannot be precisely determined, a problem that can now be overcome by
optogenetic techniques combined with cell-type-specific promoters (Britt & Bonci 2013).

Positron emission tomography and fMRI neuroimaging are powerful empirical methods used mostly in human
research to identify brain sites that respond to diverse reward categories (food, sex, addictive drugs, music, and
art) and aversive stimuli (money loss, mild shock, and unpleasant odor or taste). Studies employing these brain
imaging methods have revealed an overlapping brain reward network, composed of the NAc, ventral pallidum
(VP), amygdala, and prefrontal cortical areas including the orbital frontal cortex (OFC), the insular cortex, and the
anterior cingulate cortex (ACC) (Kringelbach & Berridge 2009). A challenge in these studies is to dissociate reward
values from salience. This is often achieved by comparing the size and direction of response to appetitive, aversive,
and neutral stimuli in the same task (Bissonette et al. 2014).

Wise & Rompre 1989). Furthermore, lesions to the nucleus accumbens (NAc), a major terminal
field of DA neurons, disrupt cocaine self-administration (Roberts et al. 1977). However, despite
the vast body of literature composed of ICSS, lesion, receptor blockade, and drug abuse studies,
the consensus on the exact role of DA in reward has passed through many phases, as reflected
by a multitude of expounded theories, which include the hedonia and anhedonia hypothesis, the
incentive salience hypothesis, and the reward prediction error (RPE) hypothesis.

Three Major Hypotheses for Dopamine Function in Reward

The hedonia and anhedonia hypothesis of DA postulates that DA in the brain plays a critical role in
the subjective pleasure associated with positive reward and that a reduction in DA results in a loss of
pleasure (Wise 1978). This hypothesis has had a major impact on theories of reinforcement, moti-
vation, and addiction, although several complications have arisen in the past two decades, opening
these theories to reexamination and debate (Berridge & Kringelbach 2015, Wise 2008). Using
stereotypic hedonic orofacial reactivity to taste as a readout, Berridge and colleagues found that,
surprisingly, even after depleting 99% of DA neuron fibers in the NAc and neostriatum, the liking
orofacial expression to sucrose as well as the disgust reaction to quinine remained intact (Berridge &
Robinson 1998), although DA suppression did reduce appetitive seeking and cause aphagia, which
is consistent with a lack of motivation (Wise & Raptis 1986). Parkinson’s disease patients also retain
normal hedonic ratings of liking a sweet taste despite extensive DA depletion (Sienkiewicz-Jarosz
et al. 2013). On the basis of these observations, Berridge and coworkers (Berridge & Kringelbach
2015, Berridge & Robinson 1998) proposed that reward is not a unitary process but contains
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distinct components of wanting and liking, which can be separately identified and behaviorally
manipulated, and that DA mediates the wanting but not the liking component of reward.

According to this incentive salience hypothesis, the function of DA is not to mediate the pleasure
of unconditioned incentives, such as food, sex, and drugs, but to convert the neural representations
of conditioned stimuli into an attractive and desired incentive. Consistent with this hypothesis,
DA is more strongly linked to the anticipatory, preparatory, and approach phases than to the
consummatory phase of reward behavior, as reflected in the behavioral phenotypes of DA lesion
and antagonism experiments (Berridge & Robinson 1998, Ikemoto & Panksepp 1999, Salamone
1996) and in the timing of DA neuron activation in relation to reward outcome (Schultz et al.
1997) (see the RPE hypothesis below).

The incentive salience hypothesis may explain how DA enables reward-seeking behavior, but
it leaves unexplained how animals choose actions and optimize behavioral performance after the
identification of a desirable goal (McClure et al. 2003). The RPE hypothesis of DA provides a sim-
ple and beautiful account of how DA may be involved in the learning and action selection aspect
of reward behavior. It stems from one of the most influential discoveries of systems neuroscience
made by Schultz and colleagues that midbrain DA neurons show highly characteristic activation
to rewards associated with a variety of sensory stimuli (Schultz 1998; 2007a,b). Most notably, DA
neurons show a rapid phasic firing increase only for unpredicted (in terms of occurrence, magni-
tude, and time) reward outcomes (positive prediction error) and suppress firing when reward is
omitted (negative error) (Figure 1a). The magnitude of response increases with reward size. Con-
versely, many DA neurons display decreased firing rates in response to aversive stimuli (Figure 1a;
Ungless et al. 2004). Therefore, DA neurons code the discrepancy of reward and its prediction
bidirectionally, as shown in the following equation:

Dopamine response = Reward occurred− Reward predicted.

These features make DA an extremely attractive neural substrate for coding the teaching signal
of learned reinforcement. The concept that a discrepancy between expectation and outcome is
the major driving force of learning is at the very heart of modern learning theory. During the
course of learning, the error signal can serve to modify synapses and neural circuitry, leading
to changes in both predictions and behavior. These modifications are repeated until predictions
match behavioral outcomes. The prediction error therefore becomes zero, and learning ceases.
Through this process, DA-guided plasticity is proposed to guide animals in choosing the action
that leads to an optimal reward (Schultz et al. 1997).

The RPE hypothesis has garnered considerable success owing to its strong explanatory power
and is supported by extensive research data, including functional magnetic resonance imaging
(fMRI) studies in humans (Chowdhury et al. 2013, D’Ardenne et al. 2008). However, in addition
to the RPE signal, DA neurons can also encode more heterogeneous information.

Dopamine in Aversion and Alertness

A variety of aversive stimuli, such as a pinch, air puff, or mild electrical shock, can induce DA
release in downstream brain structures as measured by microdialysis (Abercrombie et al. 1989,
Doherty & Gratton 1992, Louilot et al. 1986, Young et al. 1993). Behavioral reactions to stress
are also dramatically altered by DA agonists, antagonists, and lesions (Di Chiara 2002, Pezze &
Feldon 2004, Salamone 1994).

Although DA neurons are excited primarily by rewarding stimuli, data suggest that some are
also excited by aversive experience. Matsumoto & Hikosaka (2009b) examined the response of the
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Figure 1
Characteristic response to reward and punishment by different neurons. (a) Ventral tegmental area (VTA) dopamine (DA) neurons
encode reward prediction error (RPE) signals, showing excitatory responses only when the reward is not fully predicted (Cohen et al.
2012, Schultz 1998). (b) VTA GABA neurons encode reward expectation, contributing to RPE calculation by serving as a source of
subtraction (Eshel et al. 2015). (c) Lateral habenula (LHb) neurons show mirror-inverted phasic responses to DA neurons, potentially
providing a source of negative RPE signals (Matsumoto & Hikosaka 2009a). (d,e) Recordings from dorsal raphe nucleus (DRN)
serotonergic (5-HT) neurons reveal diverse responses to reward and punishment, with a substantial subset showing excitatory responses
to reward even when reward is predicted (Cohen et al. 2015, Li et al. 2016, Liu et al. 2014). ( f ) DRN GABA neurons are inhibited by
reward seeking and activated by aversive stimuli. Green, red, and blue dashed lines indicate the timing of reward cue, reward delivery,
and punishment delivery, respectively. Purple dashed lines indicate entry into a reward zone in a sucrose-foraging task. The responses
of DRN 5-HT and GABA neurons to unexpected reward and punishment are derived from calcium-imaging fiber photometry
experiments. All others are from single-unit electrophysiological recordings.

same set of DA neurons to both rewarding and aversive conditions in nonhuman primates and
found that DA neurons can be divided into two categories: (a) a population excited by reward and
inhibited by aversive stimuli (presumably encoding motional valence), and (b) another population
excited by both reward and aversive events in a similar manner (presumably encoding motivational
salience). Importantly, the distribution of the valence- and salience-coding DA populations appears
to be segregated in space, with salience-coding neurons located more in the dorsolateral SNc and
valence-coding DA neurons located more in the ventromedial SNc and lateral VTA. A similar
segregation pattern has also been discovered in rodents, where DA neurons in the dorsal and
ventral VTA were shown to encode valence and salience, respectively (Brischoux et al. 2009,
Ungless et al. 2004).

In addition to rewarding and aversive events, the majority of DA neurons can also be activated
phasically by the alerting signal, an umbrella term for any nonrewarding salient sensory stimuli
that is surprising, novel, arousing, or attention-grabbing in nature (Bromberg-Martin et al. 2010c).
The details of the neural circuitry that support this heterogeneous DA function are discussed in
depth with the circuitry of reward described below in the section titled Ventral Tegmental Area
and Substantia Nigra Pars Compacta.

Notably, the above-mentioned single-unit recordings identified putative DA neurons on their
sensitivity to quinpirole (an agonist of the DA D2 autoreceptor) (Zweifel et al. 2011), electrophys-
iological signatures (Matsumoto & Hikosaka 2009b), or juxtacellular labeling (Brischoux et al.
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2009)—which are not always accurate. The exact cell types of the aversion- or alert-coding puta-
tive DA neurons investigated in the above-mentioned studies requires further confirmation.

Recent Optogenetics-Based Electrophysiology Studies and Calculation
of Reward Prediction Error

Aided by optogenetics-based cell-type tagging, Uchida and colleagues (Cohen et al. 2012, Eshel
et al. 2015) precisely identified DA and GABAergic cell types recorded in the VTA while mice
were engaged in classical conditioning. They show that the majority of DA neurons are phasically
excited by reward and reward-predicting cues and are inhibited by aversive cues in a manner
consistent with RPE coding. Furthermore, their work provides important insight into how the
RPE signal is computed in the VTA. RPE is derived from the comparison of actual and expected
reward. By comparing how different reward size and expectation influence DA neuron response,
they found that DA neurons perform subtraction rather than division for the calculation of RPE.
Interestingly, GABAergic neurons show persistent activation during the delay period between
reward-predicting cues and reward delivery (Figure 1b), providing a mechanism to signal reward
expectation, which can be used by DA neurons to calculate RPE (Eshel et al. 2015).

In addition to VTA GABA neurons, other signal sources of reward expectation may also exist.
Possible candidates include the neighboring GABAergic rostromedial tegmental nucleus (RMTg)
( Jhou et al. 2009), dorsal striatum (Chuhma et al. 2011, Doya 1999, Suri 2002), the lateral hy-
pothalamus (LHA) (Nakamura & Ono 1986), the pedunculopontine tegmental nucleus (Hong &
Hikosaka 2014, Kobayashi & Okada 2007, Pan & Hyland 2005), and the orbital frontal cortex
(OFC) (Takahashi et al. 2011, Tremblay & Schultz 1999). In addition to being generated locally
within the VTA, the RPE signal itself can also be transmitted from brain loci outside the VTA,
such as from the LHb (Figure 1c) (Matsumoto & Hikosaka 2007, Tian & Uchida 2015). A more
comprehensive review on computation of RPE in DA neurons can be found in Keiflin & Janak
(2015).

Recent Optogenetics-Based Behavioral Studies

Recent optogenetics-based behavioral studies have extended previous work based on pharma-
cology, genetics, and lesions in testing the specific role of DA neurons in reward and aversion.
It has been demonstrated that cell-type-specific optogenetic activation of VTA DA neurons is
sufficient to drive CPP or facilitate positive reinforcement (Adamantidis et al. 2011, Tsai et al.
2009). The pattern of activation proves to be important, with only high-frequency phasic firing
exhibiting effectiveness (Tsai et al. 2009). Conversely, optogenetic inhibition of VTA DA neu-
rons causes conditioned place aversion (Tan et al. 2012). Likewise, optogenetic activation and
inhibition of SNc DA neurons have the same effects as manipulating VTA DA neurons in op-
erant place preference (Ilango et al. 2014). These results are consistent with the notion that DA
neurons support the motivational drive for reward-seeking behavior. Optogenetic activation of
VTA GABA neurons also causes conditioned place aversion (Tan et al. 2012) and disrupts reward
consummatory behavior (van Zessen et al. 2012). Furthermore, consistent with the function in
coding expected reward, as suggested by the physiology data, activation of VTA GABA neurons
reduces anticipatory behavior in response to reward-predicting cues (Eshel et al. 2015).

To specifically address a causal role in signaling RPE and learning, Steinberg et al. (2013) used
a classic behavioral paradigm called blocking based on the phenomenon that, if cue A already
predicts an outcome, then concurrent presentation of cue A with a new cue B paired with the
outcome will not establish a new association between cue B and the outcome, because there is
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no prediction error, or surprise, to drive the new learning (Kamin 1968, Waelti et al. 2001). By
activating the DA neurons briefly during reward outcome, Steinberg et al. (2013) were able to
rescue the learning of the blocked cue B, suggesting that this brief pulse of DA release can mimic
the effect of a positive RPE to cause learning.

The Issue of Corelease

Recent studies have also revealed the intriguing phenomenon that VTA DA neurons corelease
glutamate (Stuber et al. 2010, Sulzer et al. 1998, Tecuapetla et al. 2010) or GABA (Tritsch et al.
2012) in downstream structures, such as the striatum and habenula. These coreleased transmitters
can change membrane potentials, moving them between up and down states (Wilson & Kawaguchi
1996), or cause temporal summation of N-methyl-D-aspartate currents (Tecuapetla et al. 2010).
Importantly, the coexistence of multiple transmitters in DA neurons indicates that manipulation
of DA neurons is not equivalent to the manipulation of the DA transmitter system. In light of
the intriguing recent finding that DRN neurons mediate reward mainly through glutamatergic
transmission (Liu et al. 2014, McDevitt et al. 2014, Qi et al. 2014), we should not rule out the
possibility that some functions previously assigned to DA through DA neuron manipulation studies
may be mediated by other neurotransmitters released from DA neurons.

NEUROMODULATORY SYSTEMS IN REWARD AND AVERSION.
II: THE SEROTONERGIC SYSTEM

The role of 5-HT in reward and aversion is even more elusive than that of DA. Forebrain-
projecting 5-HT neurons reside mostly within the midbrain dorsal raphe nucleus (DRN) and
median raphe nucleus (MRN), which also contain a number of other transmitter types including
glutamate, GABA, DA, and acetylcholine (Hokfelt et al. 2000). DRN is also one of the most
sensitive reward spots mapped in earlier ICSS studies (Simon et al. 1976).

For several decades, a prominent view, supported largely by data from pharmacological and
lesion studies, was that 5-HT is linked to behavioral inhibition, reward suppression, and punish-
ment through antagonizing the DA function (reviewed by Daw et al. 2002, Dayan & Huys 2008,
Deakin & Graeff 1991, Tye et al. 1977). However, paradoxically, a large body of evidence points
to a positive correlation between mood and 5-HT level (Perreau-Linck et al. 2007, Williams et al.
2006). For example, depression is commonly treated with selective serotonin reuptake inhibitors,
which elevate synaptic levels of 5-HT (Hirschfeld 2000). Recently, an exciting new wave of results
has emerged from behavioral manipulation, in vivo electrophysiological recordings and imaging
studies, supporting a positive role for 5-HT in reward processing (Amo et al. 2014, Challis et al.
2013, Cohen et al. 2015, Fonseca et al. 2015, Li et al. 2016, Liu et al. 2014, Macoveanu 2014,
Miyazaki et al. 2014, Schweimer & Ungless 2010, Seymour et al. 2012, Zhou et al. 2015).

Recent Optogenetics-Based Behavioral Studies

In a compelling set of experiments, Liu et al. (2014) demonstrated that optogenetic stimulation
of DRN Pet-1+ neurons (consisting of 90% 5-HT neurons and 10% glutamatergic neurons)
causes place preference, drives light self-stimulation, counters innate sucrose preference, and di-
rects learning, demonstrating the strong appetitive role of DRN Pet-1 neurons. Surprisingly,
analysis based on knockout mice for VGluT3 (the vesicular transporter for glutamatergic neurons
in DRN) and Tph2 (tryptophan hydroxylase 2, the key enzyme for 5-HT synthesis) revealed
that the rewarding effect was mediated primarily by glutamate, either released from the 10%
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Pet-1+ glutamatergic neurons, or coreleased from 5-HT neurons. 5-HT displayed a minor con-
tribution to the rewarding effect (Liu et al. 2014).

Two other optogenetic studies more specifically manipulated DRN 5-HT neurons, using more
exclusive 5-HT promoters—Tph2 or SERT (serotonin transporter)—to drive ChR2 expression,
and demonstrated that DRN 5-HT neuron activation promotes reward waiting (Fonseca et al.
2015, Miyazaki et al. 2011), which is consistent with a recent theory that 5-HT suppresses im-
pulsivity and facilitates long-term optimal behaviors (Doya 2002). Intriguingly, these researchers
did not find the same appetitive effects as with DRN Pet-1+ neuron activation. This discrep-
ancy could potentially be explained by two other optogenetic studies, which found that DRN
stimulation causes reinforcement primarily through non-5-HT neurons that send glutamatergic
projections to the VTA (McDevitt et al. 2014) and that these DRN glutamatergic projections
to the VTA can cause DA release in NAc, place preference, and instrumental reinforcement
(Qi et al. 2014). Therefore, one plausible explanation consistent with most of these data is that
the glutamatergic neural populations within Pet-1+ neurons are responsible for encoding re-
warding and reinforcement effects, whereas 5-HT neurons are separately involved in impulse
control. However, given that VGluT3 knockout animals still retain residual rewarding effects
that can be abolished by 5-HT depletion, and given the potential differences in optogenetic stim-
ulation patterns and locations of the viral injections (Luo et al. 2015), future experiments are
needed to further dissect the potential roles of DRN 5-HT and glutamate neurons’ functions in
reward.

Recent Optogenetics-Based Electrophysiology and Fiber Photometry Studies

Early recordings of DRN activity revealed diverse response patterns to sensory cues, motor re-
sponses, and rewarding or aversive events (Bromberg-Martin et al. 2010a, Hayashi et al. 2015,
Inaba et al. 2013, Kim et al. 2004, Li et al. 2013b, Miyazaki et al. 2011, Nakamura et al. 2008,
Ranade & Mainen 2009, Schweimer & Ungless 2010), presumably reflecting the considerable het-
erogeneity in DRN neuron transmitter types and functions. Some of these studies were dependent
on electrophysiological properties (wide spike shapes and low firing rates) for the identification of
5-HT neurons, which could have false hits. Three recent studies used a more precise optogenetic
tagging method to identify and record DRN 5-HT neurons during a conditioned learning task
(Cohen et al. 2015, Li et al. 2016, Liu et al. 2014). These studies found that unlike DA neu-
rons, a substantial number of DRN 5-HT neurons are excited even when a reward is predicted
(Figure 1d ). In particular, Cohen et al. (2015) found that a large fraction of 5-HT neurons change
their baseline tonic activity on the basis of reward value, showing greater activity in blocks of re-
ward than in blocks of punishment, an attractive feature that could allow 5-HT neurons to track
global reward states (Niv et al. 2006, Seymour et al. 2012) and modulate mood (Savitz et al. 2009).
Similar findings have also been reported for DRN neurons in nonhuman primates (Hayashi et al.
2015).

Most recently, Luo and colleagues combined fiber photometry (see the sidebar titled Meth-
ods to Systematically Investigate the Neural Circuits of Reward and Aversion: II; Figure 2)
with single-unit recording on SERT+ DRN 5-HT neurons for the first time in freely behav-
ing mice and demonstrated that a majority of DRN 5-HT neurons fire tonically during waiting
and phasically on acquisition of a variety of rewards, including sex and social interaction, which
may nicely settle recent debates on whether 5-HT neurons function before or after reward ac-
quisition (Figure 1e) (Li et al. 2016). They also reported complementary responses from DRN
GABA neurons, which were activated by aversive stimuli and were inhibited during reward seeking
(Figure 1f ).
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METHODS TO SYSTEMATICALLY INVESTIGATE THE NEURAL CIRCUITS
OF REWARD AND AVERSION: II

Another strategy to map the causal generator of pleasure in the rodent brain is based on localized neurochemical
application: the identification of hedonic hot or cold spots that can enhance or suppress emotional response (Berridge
& Kringelbach 2015). This approach has identified an affective network that includes the NAc and connected VP,
as well as the limbic areas of the prefrontal cortex (PFC, including OFC and insular cortex) (Figure 2a). Within
the NAc, there is an affective “keyboard” pattern arranged rostrocaudally, which is linked to positive and negative
valence (Berridge & Kringelbach 2015).

Admittedly, spatial resolution is an issue for most of the abovementioned methods. The size of the hedonic spots,
for example, is typically one cubic millimeter in volume, still containing millions of neurons. Furthermore, many
brain regions are involved in both reward and aversion [e.g., VTA, NAc, hypothalamus, and basolateral amygdala
(BLA)] (see the review by Namburi et al. 2015a). To resolve whether neurons in these areas encode emotional
valence or salience, investigators need to determine at the single-cell level how neurons respond to both reward and
aversion. To address this issue, new molecular imaging tools are being developed that can report neural activity in
response to both reward and aversion at the cellular level and in the same brain preparation. Lin et al. (2011) studied
the activation patterns induced by mating and aggression, two behaviors of opposite valence, using a technique
called cellular compartment analysis of temporal activity by fluorescence in situ hybridization (catFISH) that is
based on the differential subcellular localization of immediate early gene c-fos mRNA at different time points after
neural activation. A recent study by Xiu et al. (2014) used tyramide-amplified immunohistochemistry–FISH (TAI-
FISH), employing the differential time course of c-fos mRNA and protein expression to simultaneously visualize
the neural representations of two stimuli of contrasting emotional valence, morphine and foot shock, across the
limbic forebrain (Figure 2b).

Furthermore, dynamic activity mapping at high resolution in freely behaving animals can be achieved now by
cutting-edge calcium imaging technology that is based on a genetically encoded fluorescent Ca2+ indicator and
that detects real-time intracellular Ca2+ transients, which is a proxy for certain neural activities (Akerboom et al.
2012). It can report neural activity at single-cell resolution with the help of an endoscope (Ziv et al. 2013) and
activity changes in axonal fibers of a population of neurons of the same genetic identity through fiber photometry
(Gunaydin et al. 2014).

Finally, powerful viral genetic methods that are based on rabies virus–mediated trans-synaptic tracing, includ-
ing TRIO (tracing the relationship between input and output) and cTRIO (cell-type-specific TRIO), have been
developed to map the connectivity of reward circuitry (Callaway & Luo 2015). TRIO utilizes the axonal uptake
of CAV-Cre, a canine adenovirus expressing Cre recombinase that can transduce the axonal terminals from the
output targets to cell bodies. By further combining a Cre-dependent Flp recombinase, cTRIO provides an even
more refined cell-type- and output-specific input analyses (Callaway & Luo 2015).

KEY BRAIN REGIONS IN THE NEURAL CIRCUITS
OF REWARD AND AVERSION

Below, I discuss some of the key brain areas in reward circuitry, mostly in light of recent circuit
mapping data, and the function of these connections as indicated by optogenetic manipulations.

Ventral Tegmental Area and Substantia Nigra Pars Compacta

The VTA and SNc are heterogeneous structures containing DA, GABA, and glutamatergic neu-
rons. Recent studies using rabies virus–based circuit tracing tools have permitted high-resolution,
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systematic mapping of monosynaptic inputs, as well as input-output relationships of VTA neurons
on the basis of the location, cell type, and axonal projections of starter cells (Beier et al. 2015,
Lerner et al. 2015, Menegas et al. 2015, Watabe-Uchida et al. 2012). These mapping analyses un-
raveled several key characteristics of the circuit architecture of DA systems in mice as summarized
below.

First, cell-type-specific mapping has allowed whole-brain-level comparison of inputs to the
two major neuron types—DA and GABA neurons—in VTA/SNc, showing that VTA DA and
VTA GABA neurons receive generally similar patterns of input from diverse brain regions and
cell types (Beier et al. 2015). One observed difference is in the striatum: Neurons in patch com-
partments project to DA neurons, whereas neurons in matrix compartments project to GABA
neurons (Watabe-Uchida et al. 2012). The striatal patch and matrix compartments define distinct
connection pathways, receiving preferential input from the prelimbic (PL) and ACC part of the
medial prefrontal cortex (mPFC), respectively, in rodents (Gerfen 1992). This segregation may
therefore provide the anatomical specificity needed to compute reward output.

Second, the comparison of VTA and SNc input circuits, as well as subcircuits within the SNc,
has revealed differential wiring that could potentially account for the heterogeneous functions of
DA neurons in salience versus valence coding. Watabe-Uchida et al. (2012) found that VTA and
SNc DA neurons receive distinct inputs from largely segregated areas: the former from the lateral
hypothalamus, which may signal subjective values (Nakamura & Ono 1986), and the latter from
the somatosensory/motor cortices, subthalamic nucleus, and central amygdala, which may convey
salience signals. Overall, VTA inputs tend to localize in more ventral and medial areas in relation
to SNc inputs. Within the SNc, there is also a highly organized subcircuit following the same
medial-lateral topography. By applying fiber photometry in freely behaving mice, Lerner et al.
(2015) found that, although both medial and lateral SNc populations were excited by rewards, only
the lateral SNc neurons projecting to dorsolateral striatum were excited by aversive foot shocks,
concordant with the spatial distribution of valence- and salience-coding neurons reported in the
monkey SNc (Matsumoto & Hikosaka 2009b).

Finally, input-output analysis using recently developed TRIO and cTRIO techniques (Schwarz
et al. 2015) has permitted dissection of the VTA DA circuits based on their output targets (Beier
et al. 2015). Malenka and colleagues (Lammel et al. 2011, 2012) demonstrated previously that VTA
DA neurons signal different reward values on the basis of their input and output circuits, delineating
a pathway from the laterodorsal tegmentum→ VTA-DA→ NAc lateral shell (NAcLat), which
primarily signals reward, and a pathway from the lateral habenula (LHb)→ VTA-DA→mPFC,
which signals aversion (Figure 3). Expanding on this, high-sensitivity cTRIO analysis uncovered
several previously unidentified circuits, including a pathway from the mPFC → VTA-DA →
NAcLat (Beier et al. 2015) (Figure 3), exemplifying a direct top-down executive control from
mPFC. Furthermore, Menegas et al. (2015) reported that DA neurons projecting to various targets
(with the exception of posterior striatum) share similar input sources, suggesting that this top-down
control may be a more general theme for the VTA DA system.

Dorsal Raphe Nucleus and Median Raphe Nucleus

The majority of forebrain-projecting 5-HT neurons are located in the DRN and MRN, which
have different pharmacological sensitivity ( Judge & Gartside 2006) and connectivity patterns
(Dayan & Huys 2009). Using the same strategy as for the DA system, several teams mapped
whole-brain monosynaptic inputs into DRN and MRN 5-HT neurons (Ogawa et al. 2014,
Pollak Dorocic et al. 2014, Weissbourd et al. 2014). Previously unknown direct inputs to 5-HT
neurons from PFC, LHb, and basal ganglia circuits were identified (Pollak Dorocic et al. 2014).
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Figure 2
Whole-brain mapping of emotional valence in the rodent brain. (a) Hedonic hot spots or cold spots in rat
brain, identified by enhancement (red ) or suppression (blue) of liking taste reactivity to sucrose after localized
infusion of an opioid agonist. Panel adapted with permission from Berridge & Kringelbach (2015). (b) The
TAI-FISH technique reveals segregated (in central amygdala), convergent (in the PVN), and intermingled
(in NAc and LSv) patterns of interaction between neural representations of morphine and foot shock in the
limbic forebrain. (c) Scaled Venn diagram summarizing the interaction of multiple positive and negative
emotion representations in the NAcDMS. The number of c-fos-positive neurons in response to each
stimulus condition is indicated. Note that stimuli of similar emotional valences excite neuron ensembles with
much larger overlaps than those of opposite valences. Panels b and c were adapted with permission from Xiu
et al. (2014). Abbreviations: AStr, amygdalostriatal transition area; BSTfu, fusiform nucleus of bed nucleus of
the stria terminalis; BSTov, oval nucleus of BST; CEI, lateral division of central amygdala; CEm, medial
division of central amygdala; LSv, ventral lateral septum; MEA, medial amygdala; NAc, nucleus accumbens;
NAcDMS, dorsomedial shell of the NAc; PVN, paraventricular nucleus of hypothalamus; TAI-FISH,
tyramide-amplified immunohistochemistry fluorescence in situ hybridization.

Cell-type-specific mapping found that DRN 5-HT and GABA neurons receive inputs from gener-
ally similar sources; however, DRN-GABA neurons are more likely innervated by inputs from the
central amygdala, whereas DRN 5-HT neurons receive more inputs from the anterior neocortex
(Weissbourd et al. 2014).

Importantly, Ogawa et al. (2014) compared the connection patterns with those of VTA/SNc
DA neurons, identified three main input streams along the medial-lateral axis, and found a remark-
able similarity between inputs to the DRN and VTA, which both receive the most input from

NAc

LHb

CEA
BLA

DRN

VTA
SNc

RMTg

LHA

mPFC

OFC

CPu
LDT

Reward
Aversion
Undetermined

Figure 3
A simplified schematic summarizing the reward-mediating (red ) and aversion-mediating (blue) neural pathways that have been verified
by recent optogenetics-based behavioral studies. Prominent pathways that are implicated but unverified in reward and aversion are also
delineated ( gray) (Beier et al. 2015; Britt et al. 2012; Humphries & Prescott 2010; Kirouac et al. 2004; Lammel et al. 2012; Lerner et al.
2015; Liu et al. 2014; Luo et al. 2015; McDevitt et al. 2014; Namburi et al. 2015a,b; Nieh et al. 2015; Qi et al. 2014; Sesack & Grace
2010; Stuber & Wise 2016; Stuber et al. 2011). Abbreviations: BLA, basolateral amygdala; CEA, central amygdala; CPu, caudate
putamen; DRN, dorsal raphe nucleus; LDT, laterodorsal tegmental nucleus; LHA, lateral hypothalamus; LHb, lateral habenula;
mPFC, medial prefrontal cortex; NAc, nucleus accumbens; OFC, orbitofrontal cortex; RMTg, rostromedial tegmental nucleus;
SNc, substantia nigra pars compacta; VTA, ventral tegmental area.
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LHA. In addition, there are also heavy reciprocal projections, either directly or indirectly, be-
tween the 5-HT and DA systems. VTA DA neurons receive a large number of inputs from DRN
5-HT neurons; DRN 5-HT neurons also receive direct inputs from VTA but mostly from its
GABAergic population (Kirouac et al. 2004; Ogawa et al. 2014). Interestingly, although striatum
receive inputs from both VTA DA and DRN 5-HT neurons, it sends back a lot more projections
to VTA DA than to the DRN 5-HT system, suggesting a hierarchical organization (Ogawa et al.
2014). These results provide an anatomical basis for the intimate interactions between the DA
and 5-HT systems.

Nucleus Accumbens

Located in the ventral striatum, NAc is a prominent downstream target of the VTA DA system and
the DRN 5-HT neurons. It has been clearly implicated in reward processing and drug addiction,
as well as in aversion and depression (Carlezon & Thomas 2009, Roberts & Zito 1987, Roitman
et al. 2005, Russo et al. 2010, Salamone 1994). Just as in the remainder of the striatum, the principal
cell types in the NAc are projecting GABAergic medium spiny neurons (MSNs), divided into two
groups on the basis of the type of DA receptor expressed (D1 or D2 type) and the projection target
(direct or indirect to the midbrain) (Gerfen & Surmeier 2011, but see Kupchik et al. 2015).

Partly owing to its neuroanatomical connectivity pattern, NAc has been proposed to act as
a limbic-motor interface, integrating mnemonic, affective, and cognitive signals from the limbic
system and turning them into action via output to the VP and other motor effector areas (Floresco
2015). Several upstream glutamatergic inputs, including the hippocampus, BLA, PFC, and thala-
mus, send reward-related information to NAc (Sesack & Grace 2010). DA released from VTA is
thought to modulate the saliency attributed to this information by modifying the synaptic proper-
ties of these glutamatergic inputs and the excitability of NAc MSN neurons (Goto & Grace 2008,
Nicola et al. 2000, Tritsch et al. 2012). As such, changes in these glutamatergic inputs may be
translated to motivationally relevant motor patterns (approach or avoidance) through NAc (Britt
et al. 2012, Stuber et al. 2011). GABA neurons in the VTA also project to NAc and synapse on the
cholinergic interneurons. Activation of this pathway enhances associative learning (Brown et al.
2012). Another source of NAc input comes from the raphe. A recent study (Dolen et al. 2013)
illustrated how 5-HT and the neural peptide oxytocin systems interact at the NAc to mediate
social reward.

On the output side, both the D1- and D2-MSNs in NAc project to VP and the hypothalamus,
but only D1-MSNs directly target the VTA and SNc (Humphries & Prescott 2010, Kupchik
et al. 2015, Sesack & Grace 2010). D1-MSNs were also recently reported to directly synapse
onto DRN 5-HT neurons (Pollak Dorocic et al. 2014). The distinct projection patterns of the
two MSN types in the striatum suggest that they may antagonize each other in regulating motor
planning and action selection (Kravitz et al. 2010). Indeed, this hypothesis has been supported by
a series of recent optogenetic experiments. For example, selective optogenetic activation of the
D1-type MSNs in the dorsal striatum promoted locomotion and induced persistent reinforce-
ment; by contrast, activation of the D2-type MSNs suppressed locomotion and induced transient
punishment (Kravitz et al. 2010, 2012). Transient optogenetic stimulation of these two MSN
types also induced opposite bias in goal-directed action selection (Tai et al. 2012). When selective
activation of D1- or D2-MSNs was restricted to the NAc part of the striatum, it was insufficient to
elicit place preference or aversion on its own but was able to promote or suppress cocaine-induced
place preference, respectively (Lobo et al. 2010).

These optogenetic and additional pharmacological manipulation studies clearly implicate NAc
function in both reward and aversion, although they do not explain how rewarding and aversive
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stimuli are encoded in NAc neurons. A recent study based on the TAI-FISH technique (see the
sidebar titled Methods to Systematically Investigate the Neural Circuits of Reward and Aversion:
II) compared activation patterns of multiple pairs of rewarding and aversive stimuli and found
that morphine predominantly activated D1-MSNs in the NAc, whereas foot shock preferentially
activated D2-MSNs (Xiu et al. 2014). Furthermore, stimuli of the same valence activated largely
overlapping neural populations in the dorsomedial shell of the NAc, whereas stimuli of opposite
valence recruited intermingled but nonoverlapping cell populations (Figure 2c). These results
suggest the existence of a valence map, which partially, but not completely, coincides with the
mosaic distribution of D1 and D2 neurons in the NAc. Considering that D1-MSNs define the Go
pathway that facilitates action and D2-MSNs define the NoGo pathway that suppresses action, the
distribution of such a valence map provides an intuitive picture of how reward leads to approach
behavior and how aversive stimulus causes avoidance. However, the same rule may not apply to
the ventral shell of the NAc, where activation of dynorphin neurons, which largely overlap with
D1-MSNs, leads to aversion (Al-Hasani et al. 2015).

The VTA-NAc circuit is the most prominent target of drugs of abuse, which are thought to
hijack the brain’s reward system by causing maladaptive changes in synaptic circuit properties
(Koya & Hope 2011, Lüscher & Malenka 2011, Pignatelli & Bonci 2015). Addictive drugs induce
DA-dependent potentiation of glutamatergic synapses in VTA DA neurons (Chen et al. 2008,
Saal et al. 2003, Ungless et al. 2001) as well as in NAc MSN neurons (Bocklisch et al. 2013,
Lee et al. 2013, Mameli et al. 2009) and so does addictive DA neuron self-stimulation (Pascoli
et al. 2015). GABAergic synapses in the VTA-NAc circuit are also subjected to modification by
addictive drugs. For example, after recurrent in vivo cocaine administration, GABAergic synapses
from NAc D1-MSNs to VTA GABA neurons undergo potentiation, causing disinhibition of VTA
DA neurons (Bocklisch et al. 2013). Reversal of some of these synaptic changes by optogenetic
means is effective in treating drug-induced behavioral sensitization (Britt & Bonci 2013, Pascoli
et al. 2012, Stefanik et al. 2013), corroborating the idea that the VTA-NAc circuit is a crucial
target for the treatment of drug abuse disorders. In addition to the VTA-NAc circuit, a pathway
from the paraventricular nucleus of the thalamus to NAc was recently reported to mediate negative
symptoms during drug withdrawal (Zhu et al. 2016).

Abnormalities in the VTA-NAc circuit are also heavily implicated in mood disorders such as
depression (Russo & Nestler 2013). Exposure to stress also induces α-amino-3-hydroxy-5-methyl-
4-isoxazolepropionic acid receptor (AMPAR) potentiation in the VTA DA synapses (Saal et al.
2003) and functional changes in NAc MSN synapses (Khibnik et al. 2015). Chronic stress can act
through a hypothalamus-released neuropeptide, melanocortin, to decrease the excitatory synaptic
strength of D1-MSNs in the NAc, which is critical for the specific induction of the anhedonia
aspect of depression-like behavior (Lim et al. 2012). Intriguingly, optogenetically induced phasic
firing of VTA DA neurons was shown to produce seemingly opposite effects on depressive-like
behaviors: It was an antidepressant for mice experiencing chronic mild stress (Tye et al. 2013)
and a prodepressant for mice exposed to a subthreshold social defeat paradigm (Chaudhury et al.
2013), both involving the VTA-DA → NAc circuit. Future studies are needed to resolve this
contradiction. A possible explanation may be that NAc-projecting VTA DA neurons manipulated
in these two studies were of different subpopulations mediating different reward valence (Ikemoto
2007, Lammel et al. 2012).

In the NAc, the manipulation of several molecular players involved in neural plasticity, includ-
ing � FosB (Nestler 2015), P11 (Svenningsson et al. 2006), TrkB (Lobo et al. 2010), and β-catenin
(Dias et al. 2014), has proven these molecules to be crucial in addictive- and depressive-like be-
haviors, providing molecular targets for the treatment of these disorders.
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Lateral Habenula

The LHb has recently attracted considerable attention owing to the postulation that it could be
a source of negative motivational value signals to the DA and 5-HT systems (Hikosaka 2010,
Proulx et al. 2014). Many LHb neurons exhibit mirror-inverted phasic responses to DA neurons,
activated by negative RPE and inhibited by positive RPE (Figure 1c) (Bromberg-Martin et al.
2010b, 2010d; Matsumoto & Hikosaka 2007, 2009a). Lesion studies and measurement of response
latency indicated that the LHb acts upstream of the VTA and SNc to control DA neuron activity
(Gao et al. 1990, Matsumoto & Hikosaka 2007). A recent study tested how the habenula contributes
to RPE signals of VTA DA neurons, showing that habenular lesions specifically diminish the
negative RPE of VTA DA neurons caused by reward omission, but not that caused by aversive
stimuli (Tian & Uchida 2015).

Anatomically, the habenula is positioned as a node to relay information from the limbic fore-
brain to the midbrain areas, including VTA, SNc, DRN, and MRN (Herkenham & Nauta 1979).
The LHb sends a direct projection into both these aminergic nuclei and a prominent indirect
pathway, mediated by the GABAergic RMTg, through which the LHb can negatively influence
DA and 5-HT systems ( Jhou et al. 2009). Optogenetic activation of the direct or indirect pathway
produces conditioned place aversion (Lammel et al. 2012, Stamatakis & Stuber 2012). Activation
of the presynaptic input to LHb from the basal ganglia also causes avoidance behaviors (Shabel
et al. 2012).

Given that LHb neurons are activated predominantly by aversive stimuli and disappointment
(absence of reward), it is not surprising that LHb hyperactivity is strongly associated with depres-
sion and negative symptoms in addiction (Li et al. 2011, Morris et al. 1999, Shumake et al. 2003,
Tost et al. 2015). Both presynaptic and postsynaptic changes occur in LHb in rodent models of
depression: Postsynaptically, upregulation in the expression of β-calcium/calmodulin-dependent
protein kinase II (β-CaMKII in LHb neurons) enhances synaptic efficacy and spike output (Li et al.
2013a); presynaptically, a decrease in the ratio of coreleased GABA/glutamate from presynaptic
input into the LHb causes a net increase in the depolarizing drive to the LHb (Shabel et al. 2014).

Lateral Hypothalamus

The LHA is another prominent input area for both VTA and DRN (Ogawa et al. 2014). It is one
of the most sensitive ICSS sites (Wise & Rompre 1989) and is involved in a variety of behaviors
related to reward and motivation, especially in feeding, the most studied form of reward (Sternson
et al. 2013, Stuber & Wise 2016). Several recent optogenetic studies dissected the cell-type- and
pathway-specific functions of diverse LHA neuron groups in reward and feeding and revealed
a reciprocal projection loop back from the VTA transmitting the RPE signal to LHA neurons
( Jennings et al. 2015, Nieh et al. 2015).

Amygdala

Although the amygdala is most famous for fear-related learning in acquiring a threat response, it
also mediates the acquisition of positive memories ( Janak & Tye 2015, Nader et al. 2000). Rewards,
punishments, and the cues that predict them all elicit responses in the BLA and central amygdala
(Shabel & Janak 2009, Winston et al. 2005) and are represented by distinct neural populations
(Gore et al. 2015, Paton et al. 2006, Salzman et al. 2007).

A possible way in which BLA neurons could be differentially associated with reward or
punishment is by virtue of distinct input or output connections. Indeed, BLA → NAc and
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BLA → centromedial amygdala pathways were recently shown to differentially code positive
and negative valence, respectively (Namburi et al. 2015b). This hardwired connectivity pattern
explains why valence coding in the BLA appears to be fixed and cannot be switched to an opposite
valence as it can be in the hippocampal dentate gyrus (DG) network (Redondo et al. 2014). Strik-
ingly, depression-related behaviors can be rescued by optogenetic activation of a DG→ BLA→
NAc pathway activated previously during a rewarding experience (Ramirez et al. 2015).

Cortex

The frontal cortical areas (including the OFC, mPFC, ACC, and insular cortex) have strong
reciprocal connections with the subcortical reward network, not only allowing for top-down
cortical control of emotional behaviors but also supporting cost-benefit decision making on the
basis of rewarding and aversive values.

The OFC is a site that appears especially linked to pleasure in neuroimaging studies
(Kringelbach 2005). Remarkably, OFC activity follows sensory satiety, declining together with
subjective pleasantness over repeated exposure to reward (Gottfried et al. 2003, Kringelbach et al.
2003). Similar satiety-sensitive responses have also been found in the NAc (Krause et al. 2010,
Roitman et al. 2010), amygdala (Yan & Scott 1996), and VP (Tindell et al. 2006). Single-unit
recordings in rhesus monkeys and rats have demonstrated that OFC neurons encode a spectrum
of features of expected reward, including magnitude, probability, economic value, reward type,
and temporal delay (Padoa-Schioppa & Assad 2006, Roesch & Olson 2004, Roesch et al. 2006,
Tremblay & Schultz 1999, van Duuren et al. 2009). Furthermore, the signaling of reward predic-
tion by OFC neurons is related to that of VTA DA neurons, as contralateral inactivation of the
VTA and OFC disrupts learning driven by unexpected outcomes, similar to bilateral inactivation
of the VTA (Takahashi et al. 2009).

Recordings in rhesus monkeys show that neurons in the mPFC (including parts of ACC) are
excited by both positive and negative prediction errors of action values (Matsumoto et al. 2007).
Distinct subregions in the ventromedial PFC contribute differently to the processing of valence,
with the ventral part more active in the rewarding block and the dorsal part more active in the pun-
ishment block (Monosov & Hikosaka 2012). Correspondingly in rodents, the dorsal PL and ven-
tral infralimbic portions of the mPFC also appear to be involved in processes of opposite valence,
e.g., fear retrieval versus fear extinction and reward seeking versus extinction (Moorman & Aston-
Jones 2015, Morgan & LeDoux 1995, Quirk & Beer 2006, Rudebeck et al. 2006). This may explain
some conflicting effects of mPFC activation on reward-related behavior (Covington et al. 2010,
Ferenczi et al. 2016, Yizhar et al. 2011). Interestingly, a specific mPFC PL→ striatal patch path-
way has been identified as causally required for decision making in conflict situations, where both
rewards and aversive stimuli are provided and a cost-benefit analysis must be made (Friedman et al.
2015).

It has been hypothesized that the ACC receives prediction error signals from DA neurons
(Holroyd & Coles 2002). Using optogenetic tagging, Kvitsiani et al. (2013) recorded specific
interneuron types in the ACC and observed that a subtype of somatostatin interneurons responded
selectively at reward approach, whereas parvalbumin interneurons responded at reward exit.

Optogenetic studies also revealed interesting properties of sensory cortexes in reward-related
behavior, demonstrating that some sensory perception (such as taste in the gustatory cortex) is
hardwired to an appetitive or aversive network, whereas other perceptions (such as odor in the
piriform cortex) can only be afforded valence upon experience (Choi et al. 2011, Peng et al.
2015).
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CONCLUSIONS AND FUTURE DIRECTIONS

We have witnessed tremendous progress in identifying crucial neuromodulatory systems and brain
network interactions involved in the coding and processing of reward and aversion with the aid
of contemporary recording, tracing, and manipulation technologies. Owing to limited space, this
article does not cover details for some brain regions (e.g., septum and VP) and neurotransmitter
systems (e.g., endogenous opioids and endocannabinoids), which are closely related to reward and
aversion, but relevant reviews can be found elsewhere (Berridge & Kringelbach 2015, Hyman
et al. 2006, Le Merrer et al. 2009, Sheehan et al. 2004). Below I highlight several areas in which
further work is needed to deepen our understanding.

First, to clarify the function of DA and DA neurons in reward, a clean loss-of-function study
with temporal precision and cell-type specificity remains warranted. Although a recent series of
optogenetic experiments has strongly established the sufficiency of acute DA neuron activation
in CPP, reinforcement, and reward learning, experiments establishing proof of necessity are still
needed. It remains to be examined whether acute inactivation of DA neurons affects reinforce-
ment and CPP that are induced by natural and drug rewards. Furthermore, to specifically dissect
functions in motivation and learning, it is necessary to resolve whether transient inactivation of
DA neurons concurrent to the RPE signal abolishes associative learning. The lack of such stud-
ies is perhaps due to the difficulty in achieving complete inhibition of DA neuron function in a
temporally precise manner. Application of a light-sensitive inhibitory channel, NphR or Arch, or
activation of local GABA neurons may be feasible. Another difficulty lies in the lack of a specific
tactic to only inactivate a phasic response without affecting tonic firing of DA neurons. For this,
it will be helpful to identify a specific input responsible for the phasic DA response.

Regarding DA-RPE-driven learning, another unsolved hallmark phenomenon is the gradual
transfer of DA neuron activation from reward itself to cues predicting the reward. It will be
fascinating to unravel the plasticity mechanism underlying the synaptic or circuit changes during
this transfer process.

Second, the function of the DRN 5-HT system, and its interaction with the VTA DA system
in reward and aversion, is a new exciting frontier that awaits further investigation. Although
emerging evidence suggests a positive role of DRN 5-HT neurons in reward coding, the degree of
heterogeneity, the role of different transmitter systems, and whether there is any spatial segregation
of 5-HT neurons of different valences remain to be resolved. As the response of 5-HT neurons
seems to point to a function in reward consumption and pleasure, it would be interesting to
examine 5-HT neuron function in the hedonic taste reactivity assay with optogenetics, e.g., testing
whether pairing a neutral taste with transient activation of 5-HT neurons can induce a liking type
of orofacial reactivity and, more importantly, whether transient inactivation of 5-HT neurons
reduces liking taste reactivity to sucrose.

Regarding the relationship between the DA and 5-HT systems, the outstanding questions are:
How does acute manipulation of the 5-HT system affect the activity of DA neurons, and vice
versa? Given that many DRN 5-HT neurons show excitation to actual reward regardless of the
reward being predicted or not, could they contribute to the signal of actual reward value to VTA
DA neurons for the computation of RPE? At the behavioral level, do the 5-HT and DA systems
play parallel or redundant roles? There is indeed some evidence suggesting that the combination
of DA and 5-HT is important for certain aspects of reward-related behaviors: Depression is
often accompanied by changes in both neuromodulatory systems; antidepressant and euphoric
drugs target both systems; the knockout of the DA transporter DAT or SERT does not disrupt
cocaine-induced CPP, but the knockout of both does (Sora et al. 2001), suggesting that cocaine
reward/reinforcement may be supported by either one of the two systems. Therefore to address
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a potential redundant role of the two systems, it would be necessary to test dual inactivation of
both systems in more reward-related assays.

Finally, cell-type- and output-specific whole-brain mapping has revealed unprecedented infor-
mation. However, the input analyses of VTA DA versus VTA GABA neurons, and DRN 5-HT
versus DRN GABA neurons, have so far revealed little difference both in terms of input brain
regions and input cell types, although these cells clearly have distinct or even opposite func-
tions. It would be useful to develop tools to simultaneously map the inputs of two cell types, e.g.,
VTA DA and VTA GABA, using multiple colors in the same mouse brain to examine whether
there are unique spatial patterns embedded in their input maps. Furthermore, in addition to cell-
type and projection-based whole-brain tracing, it would be especially useful to systematically trace
the inputs on the basis of the functionality of neural groups to answer questions, such as where
do inputs originate for the reward- and aversion-coding neurons within different sites of reward
circuitry? The incorporation of activity markers such as the immediate early gene in the tracing
system holds promise.
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