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Abstract

The relation between attention and memory has long been deemed impor-
tant for understanding cognition, and it was heavily researched even in the
first experimental psychology laboratory by Wilhelm Wundt and his col-
leagues. Since then, the importance of the relation between attention and
memory has been explored in myriad subdisciplines of psychology, and we
incorporate a wide range of these diverse fields. Here, we examine some of
the practical consequences of this relation and summarize work with var-
ious methodologies relating attention to memory in the fields of working
memory, long-term memory, individual differences, life-span development,
typical brain function, and neuropsychological conditions. We point out
strengths and unanswered questions for our own embedded processes view
of information processing, which is used to organize a large body of evi-
dence. Last, we briefly consider the relation of the evidence to a range of
other theoretical views before drawing conclusions about the state of the

field.
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INTRODUCTION

The relation between how we attend and what we remember is a fundamental and important re-
lation within the human cognitive system. Attention can be described as the mental processes that
select and prioritize some information for further consideration, given limits in human capability.
Memory can be described as one’s mental record of the past. The term “mental” is important. Be-
ing deaf in one ear narrows one’s reception of stimuli, but it still is not an act of selective attention
because it is not a mental process. Similarly, the loss of hearing from an explosion is a physical

record of the event but not a memory—i.e., not a mental representation.

Attention helps determine what will be remembered and, consequently, how we prepare for
the future. Conversely, memories influence how we direct our attention. We integrate work on
the relation between attention and memory across many subdisciplines to further a theoretical

understanding.
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We first consider varieties of attention and memory and tools for a useful reading. In the first
section, we present the embedded processes theoretical framework (Cowan 1988, 1995, 1999,
2019) to understand the attention-memory relation and illustrate areas of practical importance.
We next examine relevant research involving working memory (WM) and long-term memory
(LTM), explore individual and life-span developmental differences, and examine normal brain
function and neuropsychological cases. The aim is to achieve theoretical coherence among these
areas and guide further research. The embedded processes approach is sufficiently specific and
evidence based to serve as our theoretical guide but is further tuned here based on the current
evidence.

ATTENTION AND MEMORY CONCEPTS IN THE PRESENT REVIEW
Attention

Akey aspect of attention is selectivity. There are many concurrent incoming stimuli and ideas from
past experiences, but one can only think about a small portion of them at the same time. James
[1892 (1985)] famously described selective attention as the mind seizing upon some information
at the expense of other information. Selectivity can be further dissected into the scope or capacity
of attention, or how much information can be attended at once (Cowan et al. 2005), and the
control of attention, or how the target of attention is determined (Cowan et al. 2006). Voluntary
control often must struggle against involuntary processes such as mind wandering (Kane et al.
2007) or attention capture (e.g., in the attentional blink, attention becomes briefly unavailable for
new targets while still processing a current one; see Petersen & Vangkilde 2022).

Other basic qualities of attention are alertness or arousal, the capability to attend, and its inten-
sity (Unsworth et al. 2022). Alertness depends on one’s physiological and mental state, decreasing,
for example, with sleepiness or hunger. It increases gradually when one has coffee and suddenly
when one receives an alerting (orienting) signal discrepant from the current neural model of the
environment (Sokolov 1963). Maintaining alertness continually during a tedious task is termed
vigilance (Davies & Parasuraman 1982) or the consistency of attention (Unsworth & Miller 2021,
Unsworth et al. 2022). Attention may be temporarily depleted following even subtle demands,
such as comprehending a word low in frequency of occurrence in the language (Popov & Reder
2020). Selectivity and alertness are interdependent, in that high alertness should assist selective at-
tention, and selecting one’s attention wisely should assist alertness. One’s current goals contribute
to selectivity and alertness (Madore & Wagner 2022).

Memory

There has been confusion about types of memory. We define WM as the ensemble of mental
components that hold limited information temporarily in a heightened state of availability for
use in ongoing information processing. Cowan (2017) compared this generic definition to others
in the field, as definitions have varied widely. WM, as we define it, includes short-lived sensory
information about multiple incoming stimuli, currently activated (primed) semantic concepts,
and more integrated information in a limited-capacity, attention-related system holding up to
several separate chunks of information concurrently (Cowan 1988, 2019). We make no distinction
between WM and short-term storage here. Other views use WM for the attention-dependent
part of temporary memory and short-term memory for the attention-independent part (Engle
2002); WM for complex span tasks and short-term memory for simple span tasks (Daneman &
Carpenter 1980); or WM for a multicomponent system, with short-term memory probably seen
as an outmoded term (Baddeley 1986).
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Working memory
(WM): the small
amount of information
that can be held in a
temporarily
heightened state of
availability

Long-term memory
(LTM): the brain’s
repository of a lifetime
of learning, including
episodic (representing
specific events),
semantic, and
procedure-based
varieties

Embedded processes
approach: Cowan’s
(1988, 1999, 2019)
information
processing model with
the focus of attention
embedded in activated
long-term memory
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environment:
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reflecting an
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environment
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Activated portion of
long-term memory
(aL’TM): the part of
memory from which
information is in a
heightened state of
accessibility

Focus of attention
(FoA): coherent
representation of
several separate items
or ideas guiding
current thoughts and
actions
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LTM is information acquired over the life span. Explicit L'TM is available for conscious rec-
ollection, making it generally more attention dependent than implicit memory, which comprises
learning effects of which participants may be unaware (Schacter 1990). These types of LTM could
exist on a continuum (Dew & Cabeza 2011).

SUBTLETIES OF THE ATTENTION-MEMORY RELATION

Memory can influence attention. For example, skills that at first require attention, such as finding
letters from a target set within an array, become automatic after many trials with the same target
set (Shiffrin & Schneider 1977). Conversely, attention critically affects explicit memory (Dew &
Cabeza 2011). However, the relation between attention and memory is nuanced. In unconscious
priming, a briefly presented word followed by a mask so quickly that the word cannot be de-
tected facilitates retrieval of a second word with a similar meaning (Marcel 1983). However, the
flashed word that causes priming apparently leaves no long-term trace for later recognition (Balota
1983).

Analysis of an allegedly unattended channel can falsely seem automatic. Eich (1984) used selec-
tive listening to one speech channel in one ear, to be repeated (shadowed), while a channel in the
other ear was to be ignored and contained word pairs such as zaxi-fare. Subsequently, participants
were to spell one spoken word per trial, and spelling was influenced by the unattended word pairs
(e.g., increasing the frequency of fare rather than fair). However, this effect of allegedly ignored
speech disappeared when the shadowing task was presented at a faster rate more typical of such
studies (Wood et al. 1997).

Information held in an auditory sensory form decays over a few seconds unless at least some
attention is devoted to it (Sperling 1960). Cowan et al. (1990) tested memory for intermittent
spoken syllables presented during silent reading of a novel and found dramatic memory loss for the
most recent syllable as the silent interval between its presentation and a syllable-recall cue (a light)
increased from 1 to 10 seconds. However, when participants were to monitor the acoustic channel
for one syllable, /dl/, while reading, memory for the syllables was stable across 10 seconds even
though syllable detection was only at 60%. There are discrepancies in the WM literature resolved
by the insight that memory decays rapidly when attention to each item during its presentation
is insufficient (e.g., concurrent visual arrays; Ricker et al. 2020) but not when attention is higher
(e.g., word lists; Oberauer & Lewandowsky 2008). Discrepancies between methods or definitions
often underlie discrepancies between results rather than unreliability of evidence.

CURRENT THEORETICAL FRAMEWORK

The relation between attention and memory has been reviewed several times previously (e.g.,
Chun & Turk-Browne 2007, Cowan 1995, Norman 1968, Oberauer 2019, van Ede & Nobre
2023), but our review includes an especially large scope of areas for this relation, using the
embedded processes framework to strive for coherence across areas.

Mechanisms of Embedded Processes

The embedded processes theoretical view emphasizes the attention—-memory relation. Other rel-
evant frameworks exist, of course, and are considered in the final section of the article. The key
components of WM within our framework, illustrated in Figure 1, include the activated portion
of LTM (aLTM) and, within it, the focus of attention (FoA). The al’T'M is limited by time (for
poorly encoded items, generally less than a minute) and interference from similar items, whereas
the FoA is limited to about 3—5 unassociated items, or chunks (Cowan 2001).

Cowan et al.
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Figure 1

Schematic representation of attention and long-term memory (LTM) in an embedded processes view. Inputs
from the environment pass into an activated subset of LI'M (aLLTM), represented by the large, irregular
shape. Some subset of this information passes into the focus of attention (FoA), which is severely limited in
capacity. Solid arrows from the environment represent information entering the FoA, represented as two
shapes. Knowledge from stored LTM can be used to create structures (e.g., new chunks) from stimuli
currently in the FoA, enabling the information to be offloaded out of the FoA into al.TM (cloud with
conjoined shapes) and stored as a new ITM. Primes presented either without conscious, explicit awareness
(dashed arrow, representing input from the environment) or with awareness can activate stored concepts from
LTM, which in turn can more easily pass related content to the FoA.

The framework emphasizes several points. (#) The FoA is jointly controlled by abrupt or par-
ticularly meaningful changes in the environment and voluntary executive processes; the latter
produce goal-directed control and could be influenced through instructions. (§) New, integrated
compounds of ideas concurrently in the FoA rapidly form new LTM representations. (¢) Outside
of the FoA, alLTM (including rapid new learning) serves as a readily accessible store to be accessed
by the FoA for cognitive processing. This theoretical framework is in keeping with views in which
attention underlies individual differences in both storage and processing (e.g., Kane et al. 2004).
The three points outlined above are discussed in turn.

Joint control of the focus of attention. What determines the information entering the central
portion of WM? We presumably form a neural model of the environment (a WM not limited to
information in awareness), and attention is captured by stimuli discrepant with this neural model
(Sokolov 1963). Elliott & Cowan (2001) demonstrated this process with a cross-modal Stroop
procedure using a distracting spoken color (e.g., 7ed) on labeling of a visually presented color
(e.g., a blue spot). Distraction was less potent when there were pre-exposures to the spoken word
before the color-naming trial, allowing incorporation of the distractor into the neural model (see
also Roer et al. 2015, 2019). Staying on task requires habituation to task-irrelevant stimuli and
overcoming dishabituation to new distractions (e.g., baby noises in the lecture hall). Voluntary
central executive processes accomplish this. For habituation to occur, distractors may have to enter
the FoA for sufficient processing to be included in the neural model.

www.annualreviews.org o Attention and Memory

Habituation: waning
of attention as a
stimulus is repeated,
presumably as the
neural model of the
environment adapts

187



Supplemental Material >

188

New compounds in the focus of attention. Items in focus concurrently can be bound together
to form a new concept, which is then maintained as a new representation in al.T'M, outside of the
FoA (Figure 1). For example, if one thinks about green ice, two elements are conjoined in what
may be a new concept in memory. The complexity of a concept depends on how many independent
ideas are interrelated (Halford et al. 2007). For example, the folk concept of a tiger requires one
to keep in mind that it is large (as opposed to a house cat), striped (as opposed to a lion), and a
cat (as opposed to a zebra). Young children exhibit overgeneralizations (e.g., calling a horse a dog;
Gershkoff-Stowe 2001) and underextensions (e.g., using the word flower only for roses; White
1982), possibly because of the inability to think about all relevant features concurrently. In adults,
Jiang & Cowan (2020) showed that the ability to remember which words were presented within
the same list was best for items near the end of the list, presumably because they occupied the FoA
longer than other items. Fleeting presence in the FoA may not suffice to produce WM (Chen &
Wyble 2016).

Most theories tacitly allow for rapid new learning of attended material. For example, Keppel &
Underwood (1962) found that on the first few trials, people could recall a consonant trigram after
18 seconds of distraction, but not later in the experiment. Residual memory of each trial’s trigram
might interfere with retrieval on subsequent trials. Despite this agreement among theorists, the
consequences of new learning within al’TM on the current trial are often unappreciated.

Activated long-term memory as an accessible store. A key assertion of the embedded processes
framework is that al’T'M is a temporary form of memory with activation levels beyond the baseline
level in memory. In a simple demonstration of this, McKone & Dennis (2000) presented words
or nonwords at intervals of 2 seconds and, for each item, required a word/nonword judgment.
The repetition of an item speeded responding. This repetition priming effect was reduced as the
number of intervening items increased, but only up to several items. Over time, each word becomes
less active in al.T'M and, therefore, less effective as a prime. Activation was partly modality specific
and partly general across modalities.

Historical Roots of the Embedded Processes Approach Linking Attention
and Memory

Wilhelm Wundt, who developed the first laboratory of experimental psychology, was already
interested in the relation between attention and temporary memory. To Cowan’s surprise,
Waundt already had an embedded processes theory (Cowan & Rachev 2018), as illustrated in
Supplemental Figure S1. James [1892 (1985)], inspired by Wundt, described primary memory
as the trailing edge of the conscious present. When Ebbinghaus [1885 (1913)] famously tested
himself on previously studied lists of syllables, he found that for short lists, the material could be
remembered on the “first fleeting grasp” (p. 33), a phrase suggesting attention and WM. Although
experimental psychology has come far since this foundational work, we still follow its trail.

PRACTICAL CONSEQUENCES OF THE ATTENTION-MEMORY
RELATION

There are myriad ways in which the attention—-memory relation influences everyday activities, as
illustrated in Supplemental Table S1. In the embedded processes approach, executive processes
working with the FoA account for how well WM information is processed and how learning oc-
curs. Higher WM capacity in attention-demanding tasks is associated with better general fluid
intelligence (e.g., Conway et al. 2003, Cowan et al. 2005), arithmetic performance (Passolunghi &
Siegel 2001), algebraic performance (Unal et al. 2022), reading comprehension (Arrington et al.
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2014), and word learning beyond what standardized tests indicate (Gray et al. 2022). Paying at-
tention to instructions from an instructor depends on WM capacity and the control of attention
(Jaroslawska et al. 2016).

Attempts to train WM and attention have showed mixed results. According to Demetriou et al.
(2014), it could be important to train a child’s metaknowledge or conscious awareness of their own
memory system. It might be useful to train critical thinking skills that depend on attention and
memory rather than training attention and memory directly (see Halpern 1998). Forsberg et al.
(2021b) found that children in the early elementary school years overestimate their WM capacity
more than older children or adults, which could lead young children to assume that they do not
need mnemonic strategies. The success of WM training for transfer to useful skills may depend on
how the training increases participants’ awareness and control of mental processes (e.g., Chambers
et al. 2008).

The embedded processes approach has not often examined emotions or stress, but these are
important for cognition. Attention and WM can be impaired by stress, increasing vulnerability to
cognitive overload (Matthews et al. 2020). When a crime is committed, memory for it depends
partly on how stress is handled. When people focus attention narrowly, they may experience inat-
tentional blindness and, as a result, not even notice unattended events, such as incidentals of the
crime scene (Levett et al. 2021).

ATTENTION AND WORKING MEMORY

We distinguish between effects of attention on WM and the converse. We then discuss how
computational modeling has been involved in this area.

Effects of Attention on Working Memory

A small amount of attended information is saved for immediate memory tasks, whereas informa-
tion that is unattended during its presentation is more quickly lost. Broadbent (1958) summarized
research on selective listening, showing that people could retain only the last few seconds from
speech channels to be ignored, whereas they knew most of what occurred in the attended chan-
nel. Sperling (1960) showed rapid loss of characters from a briefly presented visual array of many
items, with preserved memory of a row of a few items if the row to be retained was cued within
several hundred milliseconds. This indicated a short-lived sensory afterimage, coupled with a
small-capacity WM for attended information. Darwin et al. (1972) obtained similar results with
a spatiotemporal arrangement of spoken words, but with a longer-lasting estimate of sensory
memory (up to several seconds). Treisman & Rostron (1972) obtained the same with tones.

A key question is the extent to which attention plays a role during maintenance in WM.
Attention might be used to refresh items in memory (Barrouillet et al. 2011, Raye et al. 2007),
prioritize retention of some items (Cowan & Morey 2007, Hu et al. 2016, Lepsien et al. 2011),
remove irrelevant information (Oberauer et al. 2012), or enhance the memory representation
(e.g., Ricker & Vergauwe 2022). If two different types of information (for example, spatial arrays
of visual objects and lists of spoken words) are to be retained in WM concurrently, the role of
attention to be expected depends on the degree of modularity. If visual and verbal materials are
stored separately, there should not be interference between them, in contrast to the embedded
processes view in which the FoA is used for storage in a manner general across sensory modalities
and codes. Uittenhove et al. (2019) showed that there is relatively little interference when the
task is to recognize an item from one of the sets but a lot of interference when the task is to
recall items. Vergauwe et al. (2022) combined a list-recall task with a process after each item (e.g.,
remembering locations one at a time while answering questions about rhymes between locations
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or the symmetry of items, and then recalling the locations), known as a complex span task. They
found that the similarity of the kind of materials stored with the kind of processing made no
difference at any list length, pointing to WM storage in a general, attention-based store. The
distinction between recognition and recall makes sense if temporarily activated representations
of the features sometimes suffice for recognition, whereas more attention-based memory must be
restored for recall (e.g., Cowan 2019). However, the interference between very different materials
is observable even in recognition (e.g., Cowan et al. 2014, Morey et al. 2011).

There may be a special role of attention in maintaining binding (associations between items,
between an item and its serial or spatial position, or between features of an item). The embedded
processes approach (e.g., Cowan 2019) sets the expectation that binding occurs in the FoA. Con-
sistent with the embedded processes view, studies in which some bindings are prioritized more
than others show that more than one item, though probably less than four, can be prioritized con-
currently (Allen & Ueno 2018, Hitch et al. 2018, Souza & Oberauer 2016). Note, however, that
WM performance levels for items and binding are affected equally by distraction (e.g., recogni-
tion of colored shapes; Allen et al. 2012). However, typically the level of performance is lower for
binding, which means that the proportion of memory lost through distraction is higher in the case
of binding than in the case of items. Items have sources of activation that may not help binding,
though still there are item capacity limits (Cowan 2022b).

Guitard and colleagues (Guitard & Cowan 2023a,b; Guitard et al. 2021, 2022) have asked
whether encoding and maintaining word lists in WM involves attentional resources allocated se-
lectively to items or to their order. Order information is one type of relational binding between
each item and its serial position in the list or between successive items. Clearly, one cannot retain
order information without any item information, but one can retain order with only some item
information. Guitard et al. (2022) examined the use of attention at encoding. A list was presented,
and the participant was encouraged to prepare for an item test (fragment reconstruction; e.g., s_en_
for spent), an order test (order reconstruction), or the possibility of either kind of test. The need
to prepare for either test resulted in a loss of performance relative to the prepare-for-one-task
conditions, especially for order. Guitard & Cowan (2023a,b) showed, however, that more time for
encoding each item was important not for encoding but for maintenance. Guitard et al. (2021)
also supported that conclusion. They presented one or two lists and manipulated whether an item
or an order test was expected for each one. There was an effect of having two lists to remember
for both items and order. Additionally, the similarity of the tasks for the two lists mattered—with
poorer performance when the two lists were of the same type—primarily for order. Overall, order
memory requires more commitment of attention during maintenance than does item information.

Effects of Working Memory on Attention

There are several ways in which WM representations affect attention. A neural model of the
environment can be compared to the incoming stimulation, and discrepancies can attract attention
(Cowan 1988, Elliott & Cowan 2001). That process may serve as the mechanism of an attentional
filter, with abrupt changes in stimulation attracting attention, a common phenomenon that an
attentional filter concept previously could not explain.

Wolfe (2021) reviewed evidence for the use of WM for guided visual search and concluded that
al’T'M holds an unlimited number of target templates (e.g., pictures of objects one is looking for),
whereas the capacity-limited, attention-demanding part of WM (termed WM by Wolfe) holds
up to only a few top-down guiding templates. This theory seems broadly in keeping with the
embedded processes framework, though with regard to types of memory activation that do not
seem vulnerable to rapid decay. It is still unclear why so much categorized information can stay
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activated when it is explicitly needed (as in Wolfe’s study) but may diminish rapidly when the
participant is not trying to preserve it (e.g., McKone & Dennis 2000).

In sum, attention and WM mutually influence each other (cf. Draheim et al. 2022, van Ede &
Nobre 2023). There could be a cycle of causation in which, for example, an attention lapse could
cause a search template to be dropped from WM, which then impairs the continuing search pro-
cess. Conversely, if one is reading a text passage, forgetting a key premise could lead to inattention
to important points within the text while reading further, resulting in poorer-quality information
in WM.

Computational Modeling of Attention and Working Memory

Unresolved questions about the link between attention and WM might be tackled with more
explicit, quantitatively specified theories (Oberauer & Lewandowsky 2019). We welcome com-
putational modeling when feasible. Models vary in scope and in what they can accomplish. At
the broadest level of analysis, it is possible to make many assumptions about explicit processes
to allow quantitative predictions of diverse sorts of behavior. An example is the adaptive control
of thought approach of Anderson et al. (2004). There is an intention module with a goal buffer, a
declarative memory module with a retrieval buffer, a production module, and separate modules for
different senses. Operations on types of activation in the modules allow quantitative predictions
of behavior. What this modeling type accomplishes is the presentation of a plausible set of mech-
anisms at a holistic level. If some of the assumptions are wrong, the actual processes might differ.
Anderson’s assumptions seem consistent with the embedded processes approach, except that the
capacity-limited construct in Anderson’s approach is activation rather than the FoA.

In modeling with a narrower scope, one can look at a single trait of cognition as a numeri-
cal process. This requires assumptions about processing but not extensive assumptions across all
stages of processing. An example is provided by Cowan et al. (2012), who modeled recognition
of singletons, word pairs, or triplets with known associations (e.g., /ittle black book) within lists.
Given the limited scope of modeling, it was feasible to compare several different models that
differed only in a few assumptions: whether capacity was limited by the number of items or by
multi-item chunks, whether this chunking was sometimes only partial (e.g., remembering black
book but forgetting Jittle), and whether alLTM supplemented the chunk capacity limit. The model
that was most successful allowed for incomplete chunks. In general, about three chunks could
be retained, no matter whether they were unrelated words or multiword phrases. One exception,
however, was a condition with 18 singletons. Recognition of them was better than expected based
on capacity limits, so an additional, rapid long-term learning component had to be introduced.
"This kind of modeling can sway our preference toward one flavor of model as opposed to another,
though some viable processes are omitted (e.g., decay). The model helps shape the embedded pro-
cesses approach by (#) confirming the importance of chunk capacity limits and () emphasizing the
necessity of including rapid long-term learning.

A simple model suggests that there is not only a chunk capacity limit (about three units in
adults) but also a limit in how many features per item can be included. Such a model was used
successfully to fit several data sets (Cowan et al. 2013, Hardman & Cowan 2015, Oberauer &
Eichenberger 2013).

In a still more focused application of computational modeling, one can examine very specific
processes pitted against one another. This type of modeling may also help sharpen the embedded
processes approach. For example, several models have been used to account for the effect of
cognitive load, a decline in recall appearing as a linear function of the proportion of presenta-
tion time that is taken up by a distracting task. Information about the memoranda might decay,
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making necessary free time for the representations to be refreshed (Barrouillet et al. 2011), or there
might be interference from the distracting material, making necessary free time for the unwanted
representations to be removed (Oberauer et al. 2012). Both possibilities can be represented nu-
merically (see Supplemental Figure S2) to understand what is to be expected as a function of the
amount of time and the schedule and number of distracting events. Slightly different versions of
this sort of model can be assessed. For example, although decay-based theories commonly assume
that attentional refreshing occurs in the order in which items are presented, Lemaire & Portrat
(2018; see also Lemaire et al. 2018) showed that the least-activated memory items may be refreshed
first, regardless of their serial position. Lemaire and colleagues also supported the possibility
that multiple items within the FoA can be refreshed concurrently (see also Gilchrist & Cowan
2011).

Evaluation of a particular computational approach can change suddenly with the introduction
of new data. The account of cognitive load effects may be altered by the finding (Ricker &
Vergauwe 2022) that an effect of cognitive load did not emerge in some circumstances. Ricker
& Vergauwe (2022) suggested that memory loss may be prevented through enrichment of
representations when time permits, a stabilization process that does not involve either repeated
partial loss and refreshing of memory or mental removal of distracting items. In another recent
development, a blank interval between two list items appears to assist WM performance for
items presented after the interval but not before it as one would expect from either refreshment
or removal of interference (Mizrak & Oberauer 2021, Ricker & Hardman 2017). There may be
depletion of attentional resources, which recover during these intervals (Popov & Reder 2020).
Thus, although computational modeling can sharpen verbal theories like the embedded processes
framework, new empirical evidence still plays a key role.

ATTENTION AND LONG-TERM MEMORY

The relation between attention and IT'M is likely to be bidirectional, as depicted in the embedded
processes model in Figure 1. A fundamental assumption of our model is that the FoA acts as an en-
coding bottleneck for LTM retention. WM capacity limitations constrain how much information
becomes available in LTM (e.g., Forsberg et al. 2021a, Fukuda & Vogel 2019).

The assumption that we must attend to learn is common but was sometimes called into ques-
tion by the idea that learning might happen during sleep. Hugo Gernsback wrote a science fiction
novel in 1911 titled Ralph 124C 41+, which included a sleep-learning device, the Hypnobioscope
[Gernsback 1911 (2014)]. Alois B. Saliger invented the Psycho-Phone in 1927 that played inspi-
rational messages during sleep (Bryan 2009). A recent review (Ruch & Henke 2020) indicates that
learning during some phases of sleep is indeed possible, but with severe drawbacks. It is not con-
sciously accessible or explicit learning, and it may even interfere with conscious learning of related
material.

Dividing attention at encoding influences conscious recollection and explicit memory but does
not prevent a sense of familiarity with the material or implicit memory. For example, Jacoby et al.
(1989) found that people tended to judge thata name previously presented under divided-attention
conditions was famous because the actual source of familiarity was forgotten.

In the popular procedure developed by Hebb (1961), a particular list is repeated multiple times
throughout a recall session, whereas other lists are not repeated. Guérard et al. (2011) found that
benefits of repetition occur similarly with or without awareness of the repetition, even though the
performance level may be higher in participants who become aware of the repetition. The effect
has also been found in a densely amnesic individual without awareness of learning new information
(Gagnon et al. 2004).
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Attention and Explicit Long-Term Memory

Divided attention procedures (e.g., Craik et al. 2018) suggest that some commitment of attention
is necessary during encoding to establish a new episodic LT M. Accurately retrieving LT Ms is less
attention dependent, though the speed of retrieval can be affected by divided attention (Naveh-
Benjamin et al. 1998). Recent research has focused on how attention is used to bind different com-
ponents of an episode (e.g., an object and where it was encountered). Greene et al. (2021) found
that an additional commitment of attention, beyond that needed to encode an item, is required to
bind it to its sources during encoding; binding is not automatic. Recent research has also focused
on the relationship between attention and the representational quality of episodic LT'Ms. Inspired
by fuzzy-trace theory, which distinguishes between memory for surface form (or verbatim) details
of an episode and memory for the meaning or gist of an episode (Brainerd & Reyna 1990, 2015),
Greene & Naveh-Benjamin (2022b,c) and Greene et al. (2022) investigated whether attention
during encoding is necessary to establish a specific or gist level of representation. Contrary to the
prior consensus that attention was not needed for gist (Rabinowitz et al. 1982), divided attention
at encoding impaired young adults’ memory not only for episodic representations (e.g., “this old
man was in this park”) but also for gist-like representations (e.g., “this old man was in some type of
nature scene”). Resources needed for gist may be less than for verbatim memory but above zero.

Both episodic and semantic memories can orient attention to features of the environment.
For instance, a schematic semantic representation could guide attention to salient objects in an
environment (Henderson et al. 1999). Alternatively, a specific episode may help direct attention
to features of the environment or a specific goal. For example, if an individual has misplaced
their keys, retrieving a memory of the last time they had their keys would be useful. Reinhart &
Woodman (2014) showed that as a template to be searched for in a visual array became familiar,
event-related potential evidence of the WM representation of the template subsided and was re-
placed by evidence of its retrieval from ILTM. WM evidence returned on certain trials designated
as high priority. Theeuwes et al. (2022) showed how statistical learning influences the direction of
attention.

Attention and Implicit Long-Term Memory

Our model in Figure 1 also includes a scenario in which a stimulus beyond conscious awareness
(i.e., an unconscious prime) passes into al’I'M but not into the FoA. Yet it elicits stored knowledge,
which may then enter the FoA. This pathway illustrates how priming effects, thought to be implicit
in nature and not available for conscious recollection, influence the relationship between attention
and LTM.

Divided attention reduces, but does not eliminate, priming benefits (e.g., Keane et al. 2015).
There may be a summation of two priming mechanisms: an unconscious, automatic mechanism
at short delays and a conscious, attention-demanding mechanism that overrides semantic priming
at longer delays. Neely (1977) elegantly demonstrated this dual mechanism by pitting semantic
priming (e.g., bird-robin) against expectation-based priming (e.g., if the first word is a kind of
furniture, expect the second word to be a kind of bird) and varying the time between the prime
and target words. Semantic priming occurred quickly, whereas expectation, which should depend
heavily on the control of attention, kicked in at longer intervals, overriding priming.

Computational Modeling of Attention and Long-Term Memory

We illustrated computational modeling in WM with different models that were compared for their
adherence to the data. For LTM, we illustrate a different way to use computational modeling. In
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this approach, one only constructs a single model that makes few theoretical assumptions on its
own but incorporates parameters that help to indicate what is happening in the data. Different
theoretical interpretations map onto different parameter values of the model. Greene & Naveh-
Benjamin (2022b,c) used a multinomial model to examine the effects of attention on memory for
verbatim and gist information. In this kind of model, a probability is attached to each potential
outcome of each particular situation, resulting in a tree structure indicating possible paths of out-
comes (see Supplemental Figure S3). On some trials (represented in one multinomial tree) there
were intact probes, with the same pairing of a person and a scene in the probe as in the encoded
material. On other trials (represented in separate trees), the pairing was changed between study
and test (e.g., the same person paired with a park, but not the same park, changing the verbatim
information but not the gist; or the same person paired with a city scene, changing both verbatim
and gist information about the pairing). The parameters of the model are for the probability that
the participant (#) has verbatim knowledge, () has only gist knowledge, and (¢) has neither verba-
tim nor gist knowledge but still responds “old” on the basis of guessing. The model fit the data
well. Moreover, when attention was divided, the probability of both verbatim knowledge and gist
knowledge was reduced. Still, gist and implicit memory are less attention dependent than verbatim
and explicit information.

INDIVIDUAL DIFFERENCES

Individual differences in attention and memory shed light on the mechanisms of normal function-
ing. They can influence learning readiness (e.g., the readiness of a young child to begin school),
career aptitude, or even behaviors such as social distance compliance during a pandemic (Xie et al.
2020). Individual differences indicate the effects of configurations of processing abilities. If some-
one has poor attention, will that lead to a situation in which they often fail to encode the most
relevant information into memory? Will they more often lose their attention to the goal of a task,
forgetting it? Conversely, if someone has poor memory retrieval, will they be more likely to getlost
during a movie or play because they cannot keep track of important sequences of events, becoming
uninterested and unattentive? Are there separate groups of individuals with attention deficits but
not memory deficits, and vice versa, or do these deficits coincide? These are interesting questions.

One tool for the analysis of individual differences in attention and memory is Jenkins’s (1979)
tetrahedral model, in which four broad factors are considered: encoding conditions (e.g., focused
versus divided attention, or foreknowledge of the memory test), retrieval conditions (e.g., the
need for familiarity versus declarative knowledge), the stimuli used (e.g., whether the items are
emotionally salient), and subject factors (that is, individual differences). These all are relevant to
an embedded processes approach to individual differences (see Supplemental Figure S4). The
basic suggestion from this research is that individuals with better control of attention are the same
ones who keep more information in WM and excel at problem solving and comprehension.

In the antisaccade task, a signal appears at one side of the participant and the required re-
sponse is to move the eyes to the other side (as opposed to same-side looking in prosaccade
control trials). The antisaccade task requires suppression of a natural tendency to look at the tar-
get. Unsworth et al. (2004) used versions of the task to determine how attention was involved for
participants who had high versus low performance on one kind of complex span task (operation
span). On a particular trial, participants see a series of math questions with a word to be remem-
bered after each question (e.g., “Is (9/3) — 1 = 1? Dog”) and finally recall the words. Those with
higher and lower span did not differ in eye movements in a block of prosaccade trials, whereas
those with lower spans were slower and less accurate in antisaccade trial blocks. Another differ-
ence was the ability to keep the current goal in the FoA. When pro- and antisaccade trials were
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intermixed in the same trial block, forgetting the goal on the current trial was an added prob-
lem for low-span individuals. Unsworth et al. (2022) further found that individual variation in
WM capacity and antisaccade performance depended on both the consistency and the intensity of
attention.

In the Stroop task, a participant must resist reading a word aloud, a well-learned task, to quickly
say aloud the color of the print (e.g., saying blue for the word red in blue print). Kane & Engle
(2003) showed that low-span individuals were slower to name the color but did not make more
errors than high-span individuals. However, if the task included many trials in which there was
congruence between the word and print color (e.g., both of them were blue), then those with lower
spans started making more errors on the incongruent trials. The explanation is once more that the
task goal must be held in the FoA, whereas the prevalence of congruent trials causes those with
lower spans to neglect the goal and start responding by relying on the words.

In the flanker task, a participant must identify the central letter in a string and ignore peripheral
letters. Heitz & Engle (2007) used compatible strings SSSSS and HHHHH and incompatible
strings SSHSS and HHSHH. By making most strings compatible, one can induce lower-span
participants to lose the task goal. Individuals with lower spans made more errors than those with
higher spans in their faster responses. At the slowest rate of responding, there was no difference
between groups. Thus, relatively low-span individuals could still maintain or retrieve the task goal
but needed to respond slowly to do so.

Conway et al. (2001) reexamined selective listening, in which people must repeat (shadow) a
message in one ear while ignoring a message in the other ear. In this procedure, the participant’s
name occurs in the message presented in the ignored ear. There was a measure of shadowing errors
just after the name occurred, and after the shadowing task questions were asked about whether
anything unusual was heard. Interestingly, according to both measures, low-span individuals were
much more likely to notice their names than were high-span individuals (for replications, see
Naveh-Benjamin et al. 2014, Réer & Cowan 2021). The interpretation was that those with lower
spans did not keep attention fixed on the shadowing task as well. Low-span individuals’ attention
sometimes took in the channel to be ignored when the name was presented. In further support of
that interpretation, Colflesh & Conway (2007) found that when participants were to listen for an
unusual event in the channel that was not shadowed, it was the high-span individuals, not those
with lower spans, who noticed their names more often.

In all of these procedures, executive function seems related to WM capacity but it is unclear
how WM is involved. In the case of intelligence, at least, not every type of executive function
has the same impact, and WM seems to matter. Friedman et al. (2006) examined three executive
functions: shifting of attention, inhibiting irrelevant information, and updating information. Of
these, only updating directly involves WM, and it is the only one related to intelligence. Gray etal.
(2017) used a battery of WM tasks with 9-year-olds and showed considerable relation between
intelligence and tasks that were thought to index the FoA (i.e., visual spans and auditory running
digit span, which are tasks that do not promote verbal rehearsal). Unlike Friedman et al. (2006),
Gray and colleagues showed less relation between intelligence and tasks emphasizing the executive
component of WM—n-back tasks, in which the participant receives a stream of items and for each
one indicates whether it is the same as what occurred n items ago (e.g., a 3-back task), and number
updating tasks, in which numbers have to be held in mind while one of them at a time is updated by
adding or subtracting an amount indicated. However, Friedman and colleagues did not examine
FoA tasks, and Gray and colleagues excluded shifting and inhibiting tasks from their predictive
models because these did not cohere into a higher-level (latent) variable. The executive component
of WM includes considerable variance that Gray and colleagues found to be shared with the FoA
component, so executive function was more predictive of intelligence with the FoA factor omitted
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from the predictive model. These studies taken together suggest special relevance to intelligence
of both executive function and FoA in WM.

LIFE-SPAN DEVELOPMENT

There are challenges to attention control and memory both in child development and in old
age. Yet a comparison of these age groups is important. They differ tremendously in knowl-
edge and experience, and the role of such differences might be elucidated by examining life-span
development.

Infant and Child Development

Cowan (2016, 2022a) reviewed the transition from infancy to childhood and the progression from
childhood to adulthood. Jean Piaget predominated in the field of cognitive development by set-
ting out stages of cognitive organization and describing how concepts or schema develop across
stages. Later work showed that infants with a more sensitive response mode (e.g., looking in-
stead of grasping) acquired fundamental concepts like object permanence sooner than Piaget had
thought. A general principle that developed to go beyond Piaget theoretically and account for the
task dependence of results was termed neo-Piagetian theory. In it, the progression between con-
ceptual stages depends on increases in the capabilities of WM and attention as children’s brains
mature. Cowan (2016, 2022a) discussed various indications that even after eliminating the effects
of age differences in knowledge about the task materials that would facilitate recall, WM capac-
ity increases steadily in childhood. One potential reason is an increase in the ability to carry out
mnemonic strategies using executive functions (e.g., Elliott et al. 2021). For example, Camos &
Barrouillet (2011) found that, whereas preschool children forgot more when the retention inter-
val increased, older children (7-year-olds) were less susceptible to the passage of time and more
susceptible to the difficulty of the activity taking up that time. It appeared as if only the older chil-
dren adopted a mnemonic, attention-demanding strategy to counteract the loss of information
over time, which they could not do during a distracting task.

One hypothesis considered by Cowan et al. (2018) was that the capacity to hold information in
the FoA may increase with age, but the data did not support that interpretation. The hypothesis
was investigated using a dual task involving memory for a visual source (arrays of colored spots),
for an acoustic source (series of spoken digits in one experiment, tones in another), or for both
modalities on the same trial. It was considered that attention should be responsible for holding
some items of either modality, whereas some items might be held in a manner that does not depend
on attention but is specific to the modality. Figure 2 shows how the issue was investigated. The
circle on the left represents the number of items that can be held in WM from the visual modality
when only this modality is to be remembered, and the circle on the right shows the results when
only the acoustic modality is to be remembered. The overlap between the circles represents the
contribution of attention, which must be parceled out to the modalities in the bimodal attention
situation. By estimating capacity at each age for unimodal and bimodal situations and subtract-
ing bimodal from unimodal, it was possible to estimate the attention contribution to memory
(overlapping areas in the figure). This attention contribution, or central capacity, was about one
item and did not increase across the elementary school years or beyond into young adulthood.
However, the modality-specific components increased strikingly with age. Cowan and colleagues
suggested that older participants learn how to form patterns from meaningless collections of items
so that the stimuli can be rapidly memorized without as much further commitment of attention.
With age, participants may get better at being efficient with their attention, and there are many
implications for educational practices (Cowan 2014).
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Figure 2

Capacity estimate model for working memory in a dual task. The central portion stays roughly constant at
about one item, and the peripheral portions increase markedly during childhood (Cowan et al. 2018) and
decrease in older adults (Greene et al. 2020).

As another example of the increasing efficiency with age, Cowan et al. (2021) found that chil-
dren change from being reactive in their processing style in the early elementary school years to
becoming more proactive. On each trial, participants were to remember a variable number of col-
ored spots from an array. They sometimes were to carry out a brief but difficult task during the
retention interval (pressing a button on the opposite side from a signal), and they were tested on
recognition of an item from the array. The younger children tended to drop the array memory
items when they had to carry out the difficult task, devoting all of their attention reactively to that
immediate task at great expense to the subsequent color recognition judgment. In contrast, older
children and adults showed an increasing tendency to try to maintain the colors that they would
have to recognize, to the benefit of that task but at a modest detriment to the button-press task.
They learned to maximize their performance overall by not merely reacting to each immediate
task demand but proactively distributing attention to encompass all task demands. This proac-
tive stance is useful to ensure that attention is applied when it is needed, as when one does one’s
homework in a timely manner rather than waiting to react to the imminence of the school day.

It remains unclear whether WM capacity growth with age in childhood is the cause of pro-
cessing differences, the result of them, or both. Cowan et al. (2010) found evidence tentatively
suggesting that capacity is more primary than processing. First- and second-grade children could
deemphasize less relevant items in an array as well as adults could when the memory load was
small (e.g., two triangles in colors to be tested on most trials, two circles in colors to be tested only
occasionally), albeit at a lower span. However, these younger children could not allocate attention
well when the memory load was larger (three more relevant and three less relevant items). In the
latter case, the prioritization instructions no longer distinguished between trial types occurring
on 20%, 50%, or 80% of trials in the block. The process of prioritizing the items may be limited
when the same resource is needed to cope with more items to be stored.

There are implications for LT'M as well. Forsberg et al. (2022a) utilized an array memory task
with common objects, using immediate recognition of one object as a probe that the object was
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or was not in the array. After the last immediate memory trial, they tested LT'M for other objects
that had populated those arrays. The proportion of items loaded into WM increased with age, and
that proportion was a good predictor of how many items would be correctly recognized in LTM
at each age.

Adult Aging

Cognitive abilities, including reasoning, memory, attention, and processing speed, decline grad-
ually with age (Salthouse 2010, 2021). There are relatively little adult age-related performance
changes in memory tasks that make minimal demands on attention, and vocabulary and general
knowledge are often preserved (Baltes et al. 1999). There are more pronounced age-related de-
clines in WM and episodic memory, in which more attention resources are involved (e.g., Greene
et al. 2020).

Widely influential theories of cognitive aging attribute age-related deficits in WM and LTM
to diminished attentional control (e.g., Craik 2020). We have looked at whether the decline with
age in attention-related aspects of WM is comparable to what is seen in children. There is some
evidence of important similarities, which we highlight by discussing two studies that used compa-
rable methods. Recall that Cowan et al. (2018) used a set of acoustic items along with a set of visual
items (colored spots) and found no developmental increase in the central, attention-based compo-
nent that was shared between acoustic items and colors but found increases in the material-specific
components instead. Greene et al. (2020) extended this result to adult aging. As with children, the
aging pattern was one in which the developmental change was in the modality-specific compo-
nents, this time declining with old age. The results from the child development study could have
been attributed to the developmental increase in knowledge that might be applied to the stimuli,
but the same cannot be said about aging effects. Instead, it appears that there is a biologically de-
termined limit on the ability to use strategies to memorize the items, a limit that increases with
child development and then decreases in old age.

Cowan et al. (2021) showed that children in their early elementary school years are reactive
in their use of WM in a dual-task situation, whereas with child development they become more
proactive. Van Gerven et al. (2016) used a procedure that could assess reactive and proactive pro-
cessing across the life span between 5 and 97 years. On every trial, a cue indicated whether the
participant would have to respond to a signal on the left or the right side or to a neutral cue that
did not indicate which side. The informative cues were “anticues” that appeared on the side op-
posite to where the target would appear. After a preparatory interval that varied between 100 and
850 ms, a target appeared showing which of four fingers was to be used to respond. There was
a tendency for the anticue to impair performance compared to the neutral condition, but with
longer preparatory intervals, some could shift attention from the anticue to the side it indicated.
In young children, behavior was governed by reactive control (responding reflexively in the di-
rection of the anticue). Behavior shifted to proactive control (based on the anticue’s meaning) at
progressively shorter preparatory intervals with maturation. In adults over 70 years old the pattern
regressed to one most closely resembling that of children 9-12 years old, with more time needed
for a proactive response than is found in young adults.

Age-related declines in LTM (e.g., Naveh-Benjamin & Old 2008) seem related to some of
the same attentional mechanisms implicated in WM loss. Part of the relation between attention
and UTM may stem from the attention-WM connection. Recall that Forsberg et al. (2022a) used
arrays of common objects and found that an individual’s LTM for the array objects could be well
predicted by that individual’s WM capacity for these objects across age in childhood. Forsberg
et al. (2022b) found the same thing for adult aging; the LT'M to WM ratio was the same across
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adult age groups even though the capacity for both stores declined with age. This result s striking,
given that measures of long-term episodic memory typically decline faster than measures of WM.

Not indexed by the procedure of Forsberg et al. (2022b), the most pronounced loss of LTM
observed with age is for the precise context of the memory and its verbatim form (e.g., Greene
& Naveh-Benjamin 2020, 2022a; Greene et al. 2022; Koutstaal 2003; Koutstaal & Schacter
1997), whereas the gist of past episodes is generally preserved (Greene & Naveh-Benjamin 2020,
Brainerd & Reyna 2015). What is the basis of these effects in attention? Divided attention in
young adults does not serve as an adequate model of aging effects, inasmuch as the selectivity
of the deficit for associations seen in older adults is not mimicked in young adults under divided
attention (e.g., Greene & Naveh-Benjamin 2020, 2022c). Some commitment of attention is
needed to encode both items and their associations (Greene et al. 2021, Naveh-Benjamin et al.
2003), and older adults may have insufficient time and resources to encode some verbatim and
associative information.

ATTENTION, MEMORY, AND THE BRAIN

The purpose of our inclusion of brain research is not simply to learn where in the brain a particu-
lar process occurs but also to provide convergent clues to understanding the cognitive processes.
There are several reviews of relevant brain evidence (Cowan 1995, 2019; Kamiriski & Rutishauser
2020; Postle & Oberauer 2022; Rose 2020). Ekman et al. (2016) found that individuals with
high WM capacity had more densely connected lateral prefrontal cortex and posterior pari-
etal cortex than their low-WM counterparts, consistent with the embedded processes approach
(Cowan 2019). To avoid oversimplification, note that also connectivity through subcortical regions
(thalamus and basal ganglia) was greater for higher-WM participants.

Summarizing across diverse brain evidence, we propose a schematic description of how mem-
ory and attention operate in the adult human brain, shown conceptually in Figure 32 and in terms
of brain anatomy in Figure 35. In this description, there are bottom-up and top-down directions
of information flow between neural centers. In the flow of information, the intraparietal sulcus
(IPS) plays a special role in indexing information in the FoA, presumably by functional connectiv-
ity to the relevant temporal and occipital regions of the posterior cortex in which the information
is represented in alLTM (e.g., Li et al. 2014). The FoA is in turn controlled by frontal areas.

Kaminski & Rutishauser (2020) proposed that each component of WM within the embedded
processes model corresponds to a different type of neural activity. Activity that is steady over time
was said to reflect information in the FoA. Activity-silent representations, which may be based
on temporarily heightened synaptic weights, were said to reflect information in al’TM. Dynamic
activity that represents information differently at different points during retention was said to
reflect executive function. We see considerable merit in this view, though, to avoid oversimplifying,
note that Christophel et al. (2018) did find consistent activity for items that were not in the FoA
in regions different from those in which activity was found for items in the FoA.

The brain evidence can address issues in the relation between attention and memory. Func-
tional magnetic resonance imaging (fMRI) can use multivoxel pattern analysis (MVPA) to classify
stimuli. This approach suggests that the classification represents items in the FoA that are cur-
rently needed, but not items needed later in the trial (Lewis-Peacock et al. 2012). A part of the
IPS that responds to a WM load of either nonverbal visual or acoustic verbal stimuli (Cowan et al.
2011) is likely an FoA hub. In that area, MVPA may not distinguish between different types of stim-
uli, butit reflects the memory load regardless of the type of stimuli (Majerus et al. 2016). Moreover,
that area is involved not only in preserving items in WM but also in distinguishing between sim-
ilar items, such as three directions of movement presented in succession (Gosseries et al. 2018)
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or several bars at different orientations in an array (Cai et al. 2020). In these studies, the activity
was less when the three stimuli presented on a trial were dissimilar to one another (e.g., a direction
of movement intermixed with two colored objects).

There seems to be a trade-off between attention to WM and visual search in behavior and in
the IPS (Panichello & Buschman 2021), presumably reflecting limits of the FoA. Majerus et al.
(2018) showed that although the neural signatures of WM storage and processing differed, both
impinged on activity in the IPS. Using methods sensitive to rapid changes in the brain (magneto-
and electroencephalography), Palva et al. (2010) found that frontal-parietal synchrony increased
with WM load, as it is expected to do if the executive processes direct the FoA (see Figure 1); but
they also found that the IPS was a hub indicative of WM capacity (also related to consciousness;
see the sidebar titled A Brain Region for the Focus of Attention).

NEUROPSYCHOLOGICAL CONDITIONS

Many neuropsychological conditions shed light on the attention—memory relation. The close rela-
tion between disorders of attention and memory suggests that they come from related mechanisms
(Moscovitch & Umilta 1990). Consider, for example, research on the well-known densely amnesic
patient H.M., who had much of the bilateral temporal lobe removed as protection against the
effects of severe epilepsy (Scoville & Milner 1957). H.M. had deficits in the formation of new ex-
plicit memories but not of new implicit memories (e.g., he took less time to complete a puzzle with
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A BRAIN REGION FOR THE FOCUS OF ATTENTION

Focused attention on perception and on items in working memory may share the elusive quality of conscious aware-
ness. Although consciousness is difficult to study, one way to do so is using binocular rivalry. When the visual displays
presented to the two eyes conflict rather than allowing fusion, one eye will predominate for a while in what is seen,
suppressing the other image. Then the dominance will switch to the other eye, according to what participants re-
port and what the measured brain activity shows. Zaretskaya et al. (2010) found that the verbal report of what image
participants were aware of could be indexed by activity in the IPS, an area that others have found to be a hub of
focused attention (e.g., Cai et al. 2020, Cowan et al. 2011, Majerus et al. 2016, Palva et al. 2010). Zaretskaya and
colleagues further found that transcranial magnetic stimulation of the right IPS prolonged the period of stable per-
ception before the experienced image switched. Putting the studies together suggests exciting ways in which the
focus of attention in working memory could be empirically related to signs of consciousness.

repetition despite having no conscious recollection of the puzzle). Additionally, MacKay (2019)
showed that this patient had difficulty assembling elements into new patterns for comprehension
or production. For example, in one task, he was shown a picture of a man with two young boys and
a stop light and was asked to talk about the situation using the words first, cross, and before. Whereas
most adults respond with sentences like “When the light turns green, look first before you cross,”
H.M. said “Before at first you cross across” (MacKay 2019, p. 26). Based on considerable evidence,
MacKay concluded that binding elements together to construct a new representation is needed not
only for learning new memories about events in context but also for aspects of language in which
familiar phrases won’t do. These are attention-intensive aspects of forming new representations.

Attention may be needed to remove interference. Strikingly, many amnesic patients who usually
retain nothing new in explicit memory are able to recall considerably more when interference is
removed from the periods before and after learning (Dewar et al. 2010, McGhee et al. 2020), even
after an unfilled retention interval of an hour (Cowan et al. 2004). Attention is also a factor in
memory deficits from various types of dementia (e.g., Finke et al. 2013, Silveri et al. 2007).

Conversely, in attention deficit and hyperactivity disorder (ADHD), memory is also a factor
(Alderson et al. 2013). A meta-analysis of adults with ADHD showed deficits on verbal, but not
visual-figural, LT'M (Skodzik et al. 2017). This result is the opposite of what would be expected
if ADHD directly affected the use of attention in memory: Because verbal encoding can rely
more on knowledge, visual encoding into memory typically depends more heavily on attention
(Gray etal. 2017). However, ADHD might affect the use of executive function to carry out verbal
mnemonic strategies. There was a similar finding for alcohol intoxication (Saults et al. 2007),
which, unexpectedly, impaired performance on visual and auditory sequences but not on visual
or auditory concurrent arrays, consistent with the notion that alcohol impaired strategies used
to retain sequences. Subsequent research confirmed deficits in executive functions with alcohol
intoxication (Bartholow et al. 2018, Cofresi et al. 2021).

In hemispatial neglect, patients fail to be aware of visual space on the side contralateral to their
lesion (Parton et al. 2004), which is most typically in the right parietal lobe, leading to ignoring the
left half of space. Individuals with this impairment experience disruption in memory and especially
in memory for order, which may depend on spatial imagery (Antoine et al. 2019).

THEORETICAL IMPLICATIONS

Here we have assembled evidence from many subdisciplines on the relation between attention and
memory. We have done so within the theoretical framework of the embedded processes approach
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(e.g., Cowan 1988, 1999, 2019), which includes extensive-enough connections between attention
and memory to be evaluated based on a broad range of evidence, and yet is general enough to be
fine-tuned based on that evidence. Here we discuss it and how it is evolving and then compare it
to several other approaches.

Support for Embedded Processes

We have shown support for aspects of the embedded processes approach, including (#) pervasive
relations between attention and memory, (b) a distinction between function of executive processing
and the FoA, (¢) some generality of WM storage across modalities, and (d) also some modality-
or code-specific storage that is presumed to be feature specific (e.g., tonal, tactile, taste, semantic,
orthographic, and lexical features in alLT'M). It is on the basis of this last point, and of the notion
that a stimulus may activate multiple kinds of features, that a feature-based storage system seems
to us preferable to a simpler taxonomy based on verbal and visual modules.

Evolution of Embedded Processes

The research is also useful to improve the embedded processes approach. Several new conclusions
can be drawn. First, the neural model of the environment that serves as an attention filter does
not seem to include semantic information except when it is attended. Thus, there is the finding
that young adults who notice their name in an unattended acoustic channel tend to have low WM
span (Conway et al. 2001, Naveh-Benjamin et al. 2014, Réer & Cowan 2021). Mind wandering
(Kane et al. 2007) to the channel to be ignored might be the cause (see also Wood et al. 1997) in
place of automatic semantic memory.

Second, spare time at least sometimes seems more useful in WM proactively rather than
retroactively. In particular, ongoing mnemonic processing of the items already presented requires
spare time, and, if enough time it is not available, processing of those items is carried out neverthe-
less, at the expense of the quality of encoding of any subsequent items (Kowialiewski et al. 2022,
Ricker & Hardman 2017). This finding is at odds with the expectation from attentional refreshing
or distraction removal accounts of a retroactive benefit to memory for items that occurred before
the spare time.

Third, although the trace decay across seconds proposed by the refreshing account is observed
clearly for items that are hard to categorize or are presented rapidly (Ricker & Vergauwe 2022,
Ricker et al. 2020), no decay has been directly observed for lists of easily categorized items, such
as those in verbal lists (Oberauer & Lewandowsky 2008).

Fourth, an asymmetry has been found in which shared, cross-modal attention typically has a
greater effect on visual than on verbal retrieval (Morey & Mall 2012, Morey et al. 2013, Vergauwe
et al. 2010). The same has been found for sets of nonverbal tones combined with colors (Li &
Cowan 2021).

Fifth, it is only possible to account for WM based on a capacity-limited system such as the FoA
if it is complemented by rapid learning of the material (Cowan et al. 2012). This rapid learning
may make use of grouping of the stimuli to form new manageable chunks and patterns that achieve
information compression (e.g., Brady & Tenenbaum 2013, Chekaf et al. 2016). For example, per-
formance often benefits from the participant being able to choose grouping flexibly to match the
pattern in the current list. The participant’s grouping takes into account their WM span (Cowan
& Elliott 2022). When there are multiple repetitions of items in a list, as in most serial numbers
used for practical purposes, it is surprisingly advantageous for grouping not to be imposed on the
list, so as to allow the participant to find a grouping that matches the structure of repetitions and
other patterns (Cowan & Hardman 2021).
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Sixth, whereas Cowan (1988, 2001) thought that the capacity limit of WM might reflect how
much can be continually held in the FoA, it may be instead that the capacity limit is related to the
fleeting use of attention to encode and consolidate the stimulus set in a memorable way to free
up attention for other uses (Rhodes & Cowan 2018). This change in view may be needed to explain
life-span evidence that what changes is the ability to offload information out of the FoA in a
memorable form, with little change in the amount maintained in the FoA (Cowan et al. 2018,
Greene et al. 2020).

Relation to Other Theoretical Approaches

The embedded processes approach was designed with an emphasis on the relation between atten-
tion and memory. Investigators have considerable intellectual and emotional investment in their
own theoretical approaches (see Cowan et al. 2020, Watkins 1984). However, the approach taken
here can complement and improve other approaches too, without abandoning them.

Baddeley model. The behavioral data do not distinguish very well between the more modular
approach of Baddeley and colleagues and the more feature-based approach of the embedded pro-
cesses model. Baddeley & Hitch (1974) included attention as storage in their model, if one reads
carefully, but Baddeley (1986) removed it for the sake of parsimony. Baddeley (2000) added it
back again in the form of the episodic buffer, with relations to attention still under investigation.
When one finds double dissociations in which verbal material interferes more with other verbal
material and visual material interferes more with other visual material, they can be accounted for
by separate verbal and visual storage modules or, alternatively, by feature-specific interference in
the embedded processes approach. The differences between approaches probably depend most on
neuropsychological and brain investigations (e.g., Buchsbaum & D’Esposito 2019, Cowan et al.
2011, Li etal. 2014, Majerus etal. 2016, Morey 2018, Morey et al. 2020, Shallice & Papagno 2019,
Yue et al. 2018). These have been variously interpreted to show specific modules from verbal and
visuospatial processing or overlapping sets of features headed by general storage in the FoA. The
result favoring modules in neuropsychological special cases warrants further research in which
investigators of opposing views work together.

Modular views with no central executive component. Logie (2016) and Vandierendonck
(2016) both claim support for models in which there is no central executive, but rather central
executive function emerges from the ensemble of more specific processes. This approach runs
against the notion of a general attention mechanism, and the claim is that interference between
tasks occurs when very specific processes are in conflict between two tasks. The complexity of re-
sults on dual-task effects, which we have reviewed, keeps the two views alive (e.g., see Cowan et al.
2020). One key issue is whether a cognitive model will eventually be able to deal with the con-
scious impression one has of having a unified view of the world, which could stem from a global
workspace notion of consciousness (Baars & Franklin 2003), in which the purpose of WM is to
assemble relevant information to be used in thinking and decision making. Consciousness could
be viewed as off-limits because the data are private for each of us, or it could be viewed as eligible
for consideration on the basis of subjective reports. The claim would not be that people are aware
of all cognitive processes going on in their brains, but rather that (#) there is a general attention
function, (b) people are aware of the subset of processing that is going on within the FoA, and
(¢) they are capable of modifying that subset of processing. Although the central executive would
be formed from various mechanisms that could be examined separately, a claim of the embedded
processes approach is that attention affects any part of central executive functioning and that there
is a trade-off between these functions competing for attention. This is an important avenue for
further research.
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Adaptive control of thought models. Anderson et al. (2004) described an evolving computa-
tional model of the mind, tied to brain regions that include modules that result in productions
based on capacity-limited activation. There is an intention module with a goal buffer, a declar-
ative memory module with a retrieval buffer, a processing module (involving the basal ganglia)
leading to productions, and separate visual and manual modules. Other sensory modalities are
not explicitly represented in this version of the model, but they presumably could be. This model
seems consistent with the embedded processes approach except that activation in the latter is not
capacity limited; capacity limits apply to only a subset of the activated information that is in the
FoA. That is an interesting difference to explore in future work.

Time-based resource-sharing model. Barrouillet et al. (2011) and Barrouillet & Camos (2021)
have summarized studies also discussed above in the section titled Effects of Attention on Working
Memory, indicating that the way attention is used in WM is to refresh items one at a time to
counteract decay. There is no contradiction with the embedded processes approach except perhaps
that the distinction between individuals might not be in the rate at which items can be refreshed
one at a time, but rather in the number of items that can be refreshed together (Gilchrist & Cowan
2011, Lemaire et al. 2018). Further work is needed also to determine whether the information
is merely refreshed, which might not be necessary if the items do not actually decay over time
(Oberauer & Lewandowsky 2008), or whether the critical process taking up attention is instead
removal of distractors from an episodic record (Oberauer et al. 2012) or perhaps encoding of
patterns that assist memorization of the items (Rhodes & Cowan 2018).

Interference-based models. Several models (e.g., Oberauer & Lin 2017, Oberauer et al. 2012)
claim that there are two bases of capacity limits: a one-item FoA and limits due to the mutual
interference between items. This model is not as antithetical to the embedded processes approach
as it might appear, because the allowed interference is not entirely feature specific, and general
interference between items could in effect result in what looks like a capacity limit (cf. Davelaar
etal. 2005). More work is needed to understand the relation between general interference between
items and capacity limit; whether these are compatible probably depends on the mathematical
expression of interference and the test situation.

Signal detection models. Schurgin etal. (2020) advanced a model of performance in color repro-
duction tasks that treats the number of items in an array similarly to other factors that influence
performance. They find a psychophysical function that depends on the discriminability between
items in a continuous manner, according to a signal detection model in which the number of items
is only one factor that can alter discriminability. Although this model appears to have nothing to
do with capacity limits, it could well be that the performance function across the number of items
reflects the difficulty of a hub of attention, such as the IPS, in keeping track of multiple items and
their relations to one another (Gosseries et al. 2018). Thus, although this contribution is a major
one, whether it replaces or complements a capacity approach is still an open question.

Relation of embedded processes to alternative approaches. The embedded processes
approach was designed with the relation between attention and memory in the foreground. How-
ever, we would suggest that the approach taken here can be used to complement and improve
most of the other approaches without abandoning them, similar to how we have fine-tuned the
embedded processes approach in this article. This model is in contrast with the highly modular
models in which there is sometimes an effort to account for memory and behavior with little,
if any, involvement of attention. However, the largely modular approach of Baddeley & Hitch
(1974) and Baddeley (2000) straddles these two extremes by placing considerable stock in both
modality-specific and attention-based, general processes (for recent work on the latter, see Allen &
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Ueno 2018, Hu et al. 2016). The adaptive control of thought shares with embedded processes the
important role of activation and attention. The adaptive control approach excels in offering a set
of equations to broadly situate attention and other processing within memory in a computational
model, which is a very useful endeavor, but it may require quite a long time for the various strands
of research integrated here to be taken into consideration within such a model. The approaches
involving what happens as a function of time or interference are meant to deal with specific
circumstances in memory for lists and arrays (e.g., Barrouillet & Camos 2021, Oberauer & Lin
2017), but these can be tried out within an embedded processes framework. Signal detection
models can offer elegant fits to the data but can still be complemented by investigations of what
mechanisms underlie limits related to the number of items that can be held in attention, the
nature of attention to the items during encoding and retrieval of LT'M, and so on. To encourage
this endeavor, we have strived to make our thinking accessible without imposing rigid modeling
assumptions.

CONCLUSION

No matter one’s theoretical view, it seems clear that there is a rich body of convergent and
complementary evidence about the relation between attention and memory in the fields of be-
havior, computational modeling, individual and developmental differences, brain science, and
neuropathology. Cross-fertilization between these fields is not an easy matter, but recent work
shows some multidisciplinary convergence. This development reflects our optimism about the
current directions of this vast field.

m The relation between attention and memory is important for both psychological theory
and practical issues (e.g., education, job performance, eyewitness testimony).

m The role of attention differs between information that is or is not consciously
memorable.

m Both working- and long-term memory include attention-dependent and attention-
independent processes.

m Formation of habits, procedures, routines, and gist require less attention than conscious,
verbatim memories.

®m Memory guides the direction of attention toward more important stimuli through both
voluntary executive processes and involuntary orienting processes.

® Brain and behavioral evidence both point to several working memory limits: the capacity
of the focus of attention, persistence of activation of information outside of that focus,
and interference between active items.

m With childhood development, there is an increase in the ability to form patterns to re-
member while sparing the focus of attention and to allocate attention proactively; with
old age, these abilities decline somewhat.

m Findings from diverse fields including individual differences, development, neuropsy-
chology, neuroimaging, and computational modeling provide convergent information
about the attention-memory relation.
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m When an attended item or event is held in working memory but is not later retrieved
from long-term memory, can this situation reflect an absence of long-term storage, or
does it always reflect some other reason for retrieval failure?

m Can we identify the types of attentive processing that prevent the decay of unattended
representations across several seconds, such as categorization of an item?

m s there a trade-off between the limit in how many separate items can be attended to
during perception and how many can be retained in the focus of attention?

m Although children and older adults both have poorer attention control than young adults,
to what extent are attention and memory protected in older adults because of a lifetime

of knowledge?

m Do modality differences reflect separate working memory mechanisms, or do they
indicate a general attention-related capacity limit combined with effects of feature
similarity?

m When does similarity between items to attend to or remember make a big difference and
when does it not matter, given that both results have been obtained?

m s activated long-term memory outside of the focus of attention represented by neural
activity or some other mechanism, such as altered synaptic connection weights?

m Is there a special role of attention for associations and order, beyond its role for
remembering items?
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