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Abstract

The visual system must reconstruct the dynamic, three-dimensional (3D)
world from ambiguous two-dimensional (2D) retinal images. In this review,
we synthesize current literature on how the visual system of nonhuman pri-
mates performs this transformation through multiple channels within the
classically defined dorsal (where) and ventral (what) pathways. Each of these
channels is specialized for processing different 3D features (e.g., the shape,
orientation, or motion of objects, or the larger scene structure). Despite
the common goal of 3D reconstruction, neurocomputational differences
between the channels impose distinct information-limiting constraints on
perception. Convergent evidence further points to the little-studied area
V3A as a potential branchpoint from which multiple 3D-fugal process-
ing channels diverge. We speculate that the expansion of V3A in humans
may have supported the emergence of advanced 3D spatial reasoning skills.
Lastly, we discuss future directions for exploring 3D information transmis-
sion across brain areas and experimental approaches that can further advance
the understanding of 3D vision.
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Orbital convergence:
the degree to which
the orbits of the left
and right eyes point in
the same direction

INTRODUCTION

Visual perception is compellingly three dimensional (3D).However, this perception is far removed
from what our eyes sense because retinal images are two-dimensional (2D) and ambiguous to the
veridical scene structure (Howard&Rogers 1995).Visually guided behaviors such asmanipulating
objects and navigating through volatile environments require that retinal images be transformed
into ecologically relevant representations of 3D objects and scenes. In this review, we synthesize
current literature on the cortical substrates and processing channels in nonhuman primates that
support the 2D-to-3D visual transformation.

Comparative analyses across the primate order indicate that orbital convergence correlates
with the size of the visual brain (Barton 2004). This relationship may reflect that evolutionary
pressure to process 3D information was a driving factor in primate brain expansion, as well as a
likely antecedent to human analytical abilities and the creation of tools. Indeed, 3D spatial rea-
soning skills predict performance in STEM (science, technology, engineering, and mathematics)
fields (Uttal & Cohen 2012), and deficits in visuospatial processing are indicative of certain neu-
rodevelopmental disorders (Banker et al. 2020). Such observations suggest that understanding the
neurocomputational basis of 3D vision may yield broad insights into human cognitive capabilities
and neurological conditions (Rosenberg et al. 2015).

The primate visual system is classically divided into dorsal (where) and ventral (what) path-
ways (Mishkin et al. 1983, Pohl 1973). In this review, we discuss evidence for parallel channels
within the dorsal visual pathway that are specialized for processing different 3D features, includ-
ing the static pose and motion of objects. Behavioral evidence suggests that neurocomputational
differences between these channels may impose distinct information-limiting constraints on 3D
perception that have yet to be explored at the neuronal level. We further discuss how 3D object
and scene processing may likewise be supported by different channels within the ventral path-
way.We conclude by positing a connection between the expansion of little-studied area V3A and
the evolution of 3D spatial reasoning skills, as well as discussing the need for theoretically moti-
vated, standardized experimental designs to clarify area-specific functions and the contributions
of cross-channel interactions to 3D vision. This review thus explores parallel and hierarchical
transformations that support 3D representations of a world that we cannot directly sense but with
which we must nevertheless interact.

STATIC AND DYNAMIC THREE-DIMENSIONAL VISUAL CUES

The 3D position, orientation, and motion of objects are signaled by multiple visual signals in-
cluding perspective and stereoscopic cues. Perspective and other monocular cues such as shading
(Koenderink & van Doorn 2004, Todd & Mingolla 1983), occlusion (Harris & Wilcox 2009,
Shimojo & Nakayama 1990), blur (Held et al. 2010, Mather 1996), and dynamic signals resulting
from eye movements and self-motion (Kim et al. 2016, Rogers 1993) are available to each eye
alone. Stereoscopic cues are created through binocular computations. In this section, we intro-
duce perspective and stereoscopic cues that have been widely used to study 3D vision and discuss
functional considerations for interpreting neuronal responses to such stimuli.

Static Perspective Cues

As a consequence of projective geometry, a 3D scene is sensed as a pair of 2D retinal im-
ages. Although the resulting perspective cues are ambiguous to the veridical scene, as revealed
by perspective-based illusions, they can nevertheless be used to infer 3D structure (Knill 1998,
Stevens 1981). For example, if a set of stationary elements in the world are uniformly spaced and
sized, then elements closer to the observer will be larger (a scaling cue) and further apart (a density
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Figure 1

Perspective (left column) and stereoscopic (right column) cues supporting the perception of three-dimensional (3D) orientation (top row)
and 3D motion (bottom row). (Top left) An object’s 3D orientation is signaled by multiple perspective cues including scaling, density, and
foreshortening (shown for a bottom-near plane with uniformly spaced dot elements in the world). Each cue is shown in isolation and
together (all) as seen by the left eye. (Top right) Binocular disparity signals are quintessential stereoscopic depth cues. Provided that
fixation is on the black point, the purple point has a near absolute disparity (α – β; left). The relative disparity between the black and
purple points, δ – ω, is independent of where the eyes are fixated. An object’s 3D orientation is signaled by a disparity gradient (shown
for a bottom-near plane; middle) as well as an orientation disparity (shown for a bottom-near bar; right). Examples are illustrated as
red–green anaglyphs. (Bottom left) Optic flow is a prominent perspective cue to 3D motion. Patterns of optic flow differ in the two eyes
due to their horizontal offset and depend on the object’s 3D motion trajectory and visual field location. Objects lateral to the head and
moving in depth produce larger velocities in the contralateral than the ipsilateral eye (shown as screen-projected vector fields). In
contrast, motion toward or away from the cyclopean eye produces optic flow patterns with equal and opposite net two-dimensional
(2D) retinal motions. (Bottom right) Two stereoscopic cues signaling 3D object motion. A dot begins (time T0; green) at a far disparity
and ends (time T1; blue) at a near disparity (red dots correspond to the foveae). The difference in disparities at the two time points
provides a changing disparity (CD) cue to 3D motion (left). The same motion also produces distinct left- (VLeft) and right-eye (VRight)
retinal velocities (black arrows; right). The difference between these velocities provides an interocular velocity difference (IOVD) cue to
3D motion.

cue) in the retinal images (Figure 1, top left). Likewise, the shape of the elements in the retinal
images will depend on their orientations relative to each eye (a foreshortening cue). Importantly,
the perspective cues sensed by the left and right eyes differ because the eyes are horizontally offset.

Dynamic Perspective Cues

For a moving object, projective geometry results in patterns of retinal motion called optic flow
(Gibson 1947, Longuet-Higgins & Prazdny 1980). An object’s 3D motion is further signaled by
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Cyclopean eye: the
midpoint between the
two eyes

Absolute disparity:
the angular difference
between left and right
retinal image positions
of a point in 3D space
relative to the foveae

Relative disparity: the
difference in absolute
disparities of two
points in 3D space

Vergence: the angle
between the visual axes
of the two eyes at the
point at which they
converge in 3D space

changes in the retinal size, density, and shape of visual elements over time. Notably, the optic flow
patterns sensed by the two eyes can dramatically differ depending on the object’s 3D trajectory
(Cormack et al. 2017; Thompson et al. 2019, 2021). For example, an object that is located lateral
to the head and moving in depth produces retinal-motion signals with the same net direction but
different speeds in the two eyes (Figure 1, bottom left). In contrast, an object moving toward (or
away) from the cyclopean eye produces equal and opposite net 2D retinal-motion signals in the
two eyes (Figure 1, bottom left).

Neuronal responses to 3D perspective cues have been measured either by binocularly pre-
senting a stimulus rendered for the cyclopean eye (eliminating naturally occurring eye-specific
information) or by monocularly presenting a stimulus appropriately rendered for that eye (pre-
serving the natural geometry). For binocularly presented cyclopean eye stimuli, it is important
to consider that the perspective cues are not properly rendered for either eye. Such stimuli also
contain stereoscopic cues (because both eyes are visually stimulated) signaling a single depth, and
therefore have a cue conflict if the perspective cues signal multiple depths. Within the caudal in-
traparietal (CIP) area, 3D orientation–selective neurons are sensitive to the difference in these
two approaches to rendering perspective cue stimuli (Rosenberg & Angelaki 2014b). Behavioral
studies further show that eye-specific perspective cues to 3Dmotion can support significantly dif-
ferent levels of visual sensitivity (Thompson et al. 2019, 2021). For these reasons, we favor the
monocular presentation of perspective cue stimuli with proper eye-specific geometry (as if one
eye were closed).

Stereoscopic Cues

Because the two retinal images cast by a 3D object systematically differ, comparisons of them al-
low for the computation of stereoscopic (binocular) cues that support 3D perception (Cumming&
DeAngelis 2001, Howard & Rogers 1995). Most notably, absolute disparity, the difference in the
two corresponding retinal image positions of a point in 3D space, signals local depth information
relative to the depth of fixation (Figure 1, top right). Absolute disparity provides a quintessential
signal for performing stereoscopic computations. This includes the calculation of relative dis-
parity, upon which stereoscopic depth perception largely depends. Importantly, unlike absolute
disparity, relative disparity signals are independent of where the eyes look (i.e., vergence) (Parker
2007). Higher-order spatial variations such as disparity gradients further signal an object’s 3D
shape or orientation. Orientation disparity, the difference in the two retinal image orientations of
an object, also signals 3D orientation (Greenwald & Knill 2009). Two dynamic stereoscopic cues
further support the perception of motion in depth: (a) changes in disparity over time (Cumming
& Parker 1994, Czuba et al. 2011) and (b) interocular velocity differences (Brooks 2002, Rokers
et al. 2008) (Figure 1, bottom right).

Stereoscopic cue stimuli are typically rendered using orthographic projection to create ran-
dom dot patterns whose elements have a constant retinal size, density, and shape (Figure 1, top
right). For 3D motion, the resulting retinal signals reduce to 2D horizontal translations whose
left or right directions and speeds depend on the 3D trajectory. Unfortunately, 3D stereoscopic
cue stimuli contain inescapable cue conflicts. For example, when stereoscopic cues are used to
define a plane oriented in depth, there are still perspective cues (i.e., same-sized, evenly spaced,
and isotropic dot elements) that instead signal a frontoparallel plane. Although such conflicts can-
not be eliminated, 3D discrimination tasks are ideally designed such that the perspective cues are
uninformative, and control experiments have suggested that the impact on perception is mini-
mal, at least for well-trained observers (Chang et al. 2020b, Hillis et al. 2004, Thompson et al.
2021).
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3D pose: the position
and orientation of an
object in 3D space

Cue integration: the
process of integrating
different sensory
estimates to improve
the precision of
perception

A DORSAL CHANNEL REPRESENTING THREE-DIMENSIONAL
OBJECT POSE

The 3D pose of a rigid-body object has six degrees of freedom. Three translational degrees of
freedom specify its position, and three rotational degrees of freedom specify its orientation. In
contrast, retinal images are 2D and therefore possess only two translational and one rotational
degrees of freedom that confound 3D position and orientation information. To reconstruct the
missing degrees of freedom, the visual system must disambiguate this information. In this section,
we review evidence for a channel within the dorsal pathway that computes 3D object pose from
2D retinal images.

As illustrated in Figure 2, the stereoscopic processing of depth begins with a subset of primary
visual cortex (V1) neurons selective for absolute disparity (Cumming & Parker 1999). A trans-
formation from absolute to relative disparity that could support depth perception occurs, at least
partially, at the level of V2 (Thomas et al. 2002). In addition, V2 may contain neurons selective
for gradients of absolute disparity (Du & Ts’o 2013). Downstream of V2, anatomical (Nakamura
et al. 2001) and neuroimaging (Tsao et al. 2003, Van Dromme et al. 2016) evidence has implicated
two regions bridging the parieto-occipital junction, areas V3A and CIP, in 3D vision.

The computational role of V3A has been challenging to discern due to conflicting findings.
Consistent with low-level image processing, some studies reported spatiotemporal filtering prop-
erties qualitatively similar to those in V1 (Gaska et al. 1987, 1988), prominent absolute disparity
but limited relative disparity processing (Anzai et al. 2011), and 2D direction selectivity (Nakhla
et al. 2021). Other work suggested that V3A supports higher-level visual functions. In particular,
multiple studies found V3A neurons whose visual selectivity was modified by extraretinal sig-
nals, consistent with the creation of allocentric object representations (Galletti & Battaglini 1989;
Galletti et al. 1990; Nakamura & Colby 2000, 2002; Sauvan & Peterhans 1999), and some V3A
neurons show 3D orientation selectivity (Doudlah et al. 2022, Elmore et al. 2019). These con-
trasting results collectively suggest that V3A contains heterogeneous visual representations and
indicate that the area requires further study.

By comparison, a role for CIP in 3D vision is well-established. Early work discovered CIP
neurons selective for both stereoscopic and perspective cues to 3D planar orientation and showed
that the preferences were often similar for the two cues (Tsutsui et al. 2001, 2002). Subsequent
work found that CIP neurons that integrated those cues tended to weight perspective cues more
heavily if they had larger slant preferences, consistent with reliability-dependent cue integration
(Rosenberg & Angelaki 2014b). While hierarchical transformations of stereoscopic signals that
could support 3D orientation representations in CIP are relatively well-documented (Figure 2),
corresponding transformations of perspective signals have yet to be identified. Neurons in
CIP also carry memory- and choice-related activity during 3D discrimination tasks (Chang
et al. 2020a, Elmore et al. 2019, Tsutsui et al. 2003), although causal evidence linking the area
to 3D pose perception remains rather limited (Tsutsui et al. 2001, Van Dromme et al. 2016).
Intriguingly, at rolled head/body orientations, gravitational information provided by vestibular/
proprioceptive signals underlies changes in the 3D orientation preferences and response am-
plitudes of CIP neurons (Rosenberg & Angelaki 2014a). These changes can support a flexible
neural code for representing 3D object orientation in either egocentric or allocentric reference
frames, depending on task demands. Together, these studies showed that CIP contains high-level
3D representations, but until recently it was unclear where 3D pose representations emerge in
the visual hierarchy.

To provide a theoretical rationale for distinguishing 3D pose tuning from lower-level feature
selectivity, we briefly introduce the geometry of 3D pose (Cowan & Chang 2005, Cowan et al.
2002). The 3D position of a rigid-body object is parameterized by a 3-vector, p ∈ R3 (Euclidean
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Figure 2

Neuronal representations supporting 3D object pose. (a) Slant–tilt coordinates for 3D planar orientation. Slant (radial axis; gold)
specifies the orientation in depth. Tilt (angular axis; black) specifies which side of the plane is nearest to the observer. The example
planes are rendered with perspective and stereoscopic cues as red–green anaglyphs. (b) A V3A neuron with orientation tuning at 37 and
57 cm (fixation at 57 cm). Heat maps plot the neuron’s responses in slant–tilt coordinates. Black dots mark the preferred slant (S) and
tilt (T). Note that the slant preferences were similar, but the tilt preferences were 180° apart at 37 and 57 cm. (c) Schematic illustrating
how absolute disparity selectivity can account for this tuning. Planes at 37 cm (blue) and 57 cm (green) with equal slants and tilts 180°
apart intersect within the orange encircled region, which corresponds to near disparities. The inset shows the neuron’s RF (orange
contour), the FP (black dot), and the stimulus envelope (gray circle). The neuron’s RF position and orientation preferences at 37 and 57 cm
together imply a preference for near disparities. (d) A CIP neuron with orientation tuning at each distance (fixation at 57 cm). The
response amplitude varied with distance, but the shape of the orientation tuning curve was similar, implying 3D pose tuning.
(e) Hierarchical transformations of stereoscopic signals culminating in the representation of 3D object pose. First, absolute disparities
are computed (red box). Provided that fixation is on the black point, the purple and blue points have near and far disparities, respectively.
Second, relative disparity (yellow box, left) and absolute disparity gradient (yellow box, right) representations are computed. Third, relative
disparity gradients are computed such that the preferred gradients (�) are depth tolerant (green box). Finally, 3D object pose
representations are achieved with multiplicatively separable tuning for 3D position (x, y, z) and orientation (θx, θ y, θz) (blue box).
( f ) Dorsal channel computing 3D object pose from 2D retinal images. Arrows indicate feedforward projections. Areas are
approximately color-coded according to the representations in panel e that they contain. Abbreviations: 2D, two-dimensional; 3D,
three-dimensional; AIP, anterior intraparietal; CIP, caudal intraparietal; FP, fixation point; PIP, posterior intraparietal; RF, receptive
field.

342 Rosenberg et al.



VS09CH16_Rosenberg ARjats.cls August 18, 2023 14:27

space), where each element specifies a location along one dimension. The object’s 3D orientation
is likewise parameterized by three 3 × 3 rotation matrices, denoted by the Special Orthogonal
Group, SO(3), each of which specifies a rotation about an axis. Geometrically, SO(3) corresponds
to a 3-sphere with antipodal symmetry, which fundamentally constrains the shape of neuronal
3D orientation tuning curves (Rosenberg et al. 2013). In turn, an object’s 3D pose is defined by
the Cartesian product of R3 and SO(3), the Special Euclidean Group: SE(3) = R3 × SO(3). The
visual system presumably transforms 2D retinal images into 3D pose representations through
a series of hierarchical steps. As this transformation progresses, the geometry of SE(3) predicts
that neuronal responses should show increasing multiplicative separability over position and
orientation.

A practical challenge to assessing 3D pose tuning is the high dimensionality of SE(3). One way
to circumvent this challenge is to make the problemmore tractable by focusing on critical degrees
of freedomwith judiciously chosen stimuli. For example, varying only the distance of planes or bars
with texture patterns that are rotationally invariant about one axis effectively reduces the degrees
of freedom from six to three (one translational and two rotational). Distinguishing 3D pose from
lower-level feature selectivity can be further facilitated by holding the fixation distance constant
while varying the stimulus distance, since this inflates differences in the low-level absolute disparity
signals across stimuli. Using this strategy, Chang et al. (2020a) and Doudlah et al. (2022) recently
compared the visual representations found in V3A and CIP. Specifically, they examined how the
3D orientation tuning curves of single neurons depended on the distance of planar surfaces de-
fined by random dots with perspective and stereoscopic cues (Figure 2a). The representations in
both areas were surprisingly heterogeneous. For some neurons, especially in V3A, the orientation
tuning curve shape greatly differed with distance (Figure 2b). Because the perspective cues defin-
ing the planes did not depend on distance (only on orientation), this finding implied selectivity
for low-level absolute disparity signals (Figure 2c). Other neurons showed orientation tuning at
a single distance only, consistent with an intermediate representation of absolute disparity gra-
dients, perhaps similar to some V2 (Du & Ts’o 2013) and middle temporal (MT) area neurons
(Nguyenkim & DeAngelis 2003). The orientation tuning of the remaining neurons was highly
tolerant to distance, especially in CIP, implying selectivity for higher-level relative disparity gra-
dients. A quantitative assessment of the multiplicative separability of the joint tuning for position
and orientation further indicated that, for many of those neurons, the amplitude but not the shape
of the orientation tuning curve depended on distance (Figure 2d), consistent with theR3 × SO(3)
geometry. This representation implies 3D pose tuning and has notable decoding benefits, since
either position or orientation can be readily decoded after marginalizing over the other variable.
Highlighting the hierarchical nature of the 2D-to-3D visual transformation, the multiplicative
separability of 3D pose tuning curves significantly increased from V3A to CIP (Doudlah et al.
2022).

While functional and anatomical data support a V3A → CIP hierarchy in the computation of
3D pose, effective connectivity work has also implicated the posterior intraparietal (PIP) area (Van
Dromme et al. 2016). Specifically, electrical microstimulation of PIP revealed effective connectiv-
ity with V3A and CIP. However, when CIP was stimulated, effective connectivity was observed in
PIP but not V3A.These findings suggest that PIPmay reside hierarchically betweenV3A andCIP.
Neuronal recordings with stereoscopic cue stimuli further indicated that PIP contains heteroge-
neous visual representations, similar to V3A and CIP (Alizadeh et al. 2018a). However, unlike in
CIP, which contains a roughly uniform representation of all 3D orientations (Chang et al. 2020a,
Elmore et al. 2019, Rosenberg et al. 2013), there was an overrepresentation of frontoparallel-like
stimuli in PIP. One possibility to explore is that representations of relative disparity gradients that
begin to emerge in V3A are solidified in PIP before 3D pose tuning is more widely achieved in
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Correspondence
problem: the problem
of identifying
matching features in
the two retinal images
that correspond to a
common feature in the
world

CIP. It is also likely that 3D visual representations are further transformed downstream of CIP in
the anterior intraparietal (AIP) area, as well as in premotor cortex, to estimate 3D shape (Durand
et al. 2007, Srivastava et al. 2009, Theys et al. 2012) and support prehensile object manipulations
(Murata et al. 2000).

Existing evidence thus suggests that stereoscopic signals are hierarchically transformed from
low-level absolute disparities to high-level 3D object pose representations (Figure 2e) along a
channel within the dorsal pathway, as illustrated in Figure 2f. Still, much remains to be discovered
about how those transformations are implemented.For instance, the extent to whichV3A,PIP, and
CIP neurons can discern which 2D image features in the two eyes belong to the same object and
reject false matches (i.e., solve the correspondence problem) remains unknown. It is also unclear
how perspective signals are hierarchically transformed along this pathway and at which stages cue
integration supports the creation of robust 3D visual representations.

A DORSAL CHANNEL REPRESENTING THREE-DIMENSIONAL
OBJECT MOTION

While much is known about the processing of 2D retinal motion (Born&Bradley 2005, Pasternak
&Tadin 2020), the extent to which that knowledge can inform the ecologically relevant domain of
3D object-motion processing is limited because the computations required to estimate 3Dmotion
are distinct. In particular, objects moving in depth produce more complex retinal-motion patterns
(optic flow) (Longuet-Higgins & Prazdny 1980) and slower retinal speeds than are typically used
to study 2D motion processing (Cooper et al. 2016, Cormack et al. 2017). For example, an ob-
ject that is 2 m from an observer and moving at 1.34 m/s (a walking pace) produces drastically
different retinal speeds depending on whether the direction is perpendicular to (2D motion; ap-
proximately 34°/s) or toward (3D motion; approximately 1.86°/s) the observer. In this section, we
review the current understanding of a dorsal channel that computes 3D object motion from 2D
retinal motion.

As illustrated in Figure 3, the cortical processing of motion begins with a subset of V1 neurons
selective for the 2D direction of retinal motion produced by simple patterns such as bars, dots,
or gratings (De Valois et al. 1982, Orban et al. 1986). However, few V1 neurons are selective for
the perceived 2D motion of even slightly more complex patterns created by the superposition
of two gratings (Movshon et al. 1985). Direction-selective V1 neurons project to MT (Movshon
& Newsome 1996), where 2D pattern motion selectivity emerges. Neurons in MT further show
tuning for multiple features that can support 3D motion processing, including speed (Nover et al.
2005), binocular disparity (DeAngelis & Uka 2003), and motion parallax (Nadler et al. 2008).
However, the role of MT in 3D motion processing remains controversial.

Two earlier studies reported a small number of MT neurons with opposite 2D direction pref-
erences in the two eyes (Albright et al. 1984, Zeki 1974), which could conceivably make them
selective for 3D motion toward or away from the observer (Poggio & Talbot 1981, Sabatini &
Solari 2004). However, other work concluded that the apparent 3D motion tuning of most MT
neurons was attributable to 2D motion and static disparity selectivity, which, under certain cir-
cumstances, gave an impression of 3D selectivity (Maunsell & Van Essen 1983). Moreover, MT
neurons typically respond to local 2D retinal motion signals when presented with large-field optic
flow stimuli (Lagae et al. 1994, Nakhla et al. 2021). The possibility of 3D motion tuning acquired
subsequent support from two studies that reported that approximately 58% to 70% of MT neu-
rons were selective for the direction of stereoscopically defined 3D motion (Czuba et al. 2014,
Sanada & DeAngelis 2014). That selectivity was initially attributed, at least in part, to nonlinear
summation of monocular 2D motion signals. However, subsequent computational work indicated

344 Rosenberg et al.



VS09CH16_Rosenberg ARjats.cls August 18, 2023 14:27

3D motion2D (component) motion 2D (pattern) motiond

e

a
b

2D selectivity and
ocular dominance

Fi
ri

ng
 ra

te
 (s

pi
ke

s/
s)

Away 0 Toward
Signal strength

–1 1

3D selectivityTowardAway

Net 2D motion

Combined-
cues

Left-eye
perspective

Right-eye
perspective

Stereoscopic

Screen-projected vector �elds
c

Fi
ri

ng
 ra

te
 (s

pi
ke

s/
s)

Away 0 Toward
Signal strength

–1 1
LEFT
EYE

RIGHT
EYE

LEFT
EYE

RIGHT
EYE

V1 MT

MSTl/v

FST

VIP

LEFT EYE RIGHT EYE LEFT EYE RIGHT EYE LEFT EYE RIGHT EYE

Figure 3

Neuronal representations supporting 3D object motion. (a) Screen-projected vector fields for 3D motion toward and away from the
cyclopean eye for different cue conditions: perspective and stereoscopic cues together (combined-cues; black), left-eye perspective cues
(purple), right-eye perspective cues (green), and stereoscopic cues (gold). Left- and right-eye perspective cue stimuli have distinct optic
flow patterns with equal and opposite net 2D retinal motions. Stereoscopic cue stimuli have equal and opposite horizontal translations
in the two eyes. (b) Expected responses to these stimuli for a neuron with 2D leftward motion selectivity and left eye ocular dominance.
The strongest responses will be to away motion for left-eye perspective cue stimuli but to toward motion for right-eye perspective cue
stimuli. Responses to stereoscopic cue and combined-cue stimuli will follow the dominant eye. Encircled arrows indicate the net 2D
retinal motions for the perspective cue stimuli. (c) Expected responses for a neuron with 3D motion selectivity. Stimulus preferences
will be tolerant to the cue condition. (d) Hierarchical transformations of motion signals culminating in the representation of 3D
motion. First, the component of retinal motion (red arrow) signaled by a drifting grating is computed (red box). Second, pattern motion
is computed from the component motions (blue arrow and blue box). Finally, 3D object motion representations are achieved (orange box).
(e) Dorsal channel computing 3D object motion from 2D retinal motion. Arrows indicate feedforward projections. The relationship
between the FST and MSTl/v in 3D motion processing is currently unknown (dotted line). Areas are approximately color coded
according to the representations in panel d that they contain. Abbreviations: 2D, two-dimensional; 3D, three-dimensional; FST, fundus
of the superior temporal sulcus; MSTl/v, lateral/ventral medial superior temporal; MT, middle temporal; VIP, ventral intraparietal.
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Ocular dominance:
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that the responses could largely be explained by a linear summation model that incorporated
monocular 2D direction selectivity and ocular dominance (Bonnen et al. 2020).This was proposed
to be the basis of a noncanonical mechanism for representing 3Dmotion, but amore parsimonious
explanation is that 3D motion is computed downstream of MT. Indeed, if 2D direction selectivity
and ocular dominance provide the basis for 3D motion coding, then 2D direction–selective V1
neurons (or, for that matter, retinal ganglion cells) should also be classified as 3D selective. After
all, they too will respond preferentially to 3D motions that result in the dominant eye seeing the
preferred 2D motion. Thus, more conservative criteria are required to classify a neuron as 3D
motion selective.

One possibility is to test if a neuron’s preference for motion toward or away from the cyclopean
eye is invariant to the defining cue(s). Specifically, 2D versus 3D selectivity can be distinguished by
comparing responses to these motions defined by left-eye perspective cues, right-eye perspective
cues, stereoscopic cues, and all three cues combined (Figure 3a–c). In this way, Thompson et al.
(2022) recently assessed the 3Dmotion selectivity ofMT neurons using small-field stimuli. Across
all cue conditions, 2D direction selectivity and ocular dominance accounted for the responses of
most MT neurons (Thompson et al. 2022). Most notably, the direction preferences for left- and
right-eye perspective cue stimuli were generally opposite, implying that the responses reflected
the net direction of 2D retinal motion rather than the 3D object motion (Figure 3b).These results
suggest that MT is largely specialized for processing 2D retinal motion.Where might the output
of MT be used to compute 3D object motion?

Three downstream targets of MT include the dorsal medial superior temporal (MSTd) area,
lateral/ventral medial superior temporal (MSTl/v) area, and fundus of the superior temporal sulcus
(FST) (Ungerleider&Desimone 1986).AreaMSTd represents self-motion through themultisen-
sory processing of large-field optic flow patterns and vestibular/proprioceptive signals (Angelaki
et al. 2011). In contrast,MSTl/v is a likely candidate for object-motion processing because the neu-
rons are also selective for optic flow but have smaller visual receptive fields (Eifuku &Wurtz 1998,
Tanaka et al. 1993). In addition, many MSTl/v neurons carry smooth pursuit and/or vestibular/
proprioceptive signals, which could support reference frame transformations for representing ob-
ject motion in head, body, or world coordinates (Ilg et al. 2004, Sasaki et al. 2020). However,
clarifying the role of MSTl/v in 3D object-motion processing will require further work using
small-field stimuli, assessing the extent to which the correspondence problem has been resolved,
and testing if 3D direction selectivity is cue invariant.

A recent neuroimaging study implicated FST in 3D motion processing (Héjja-Brichard et al.
2020). Specifically, this work found greater sensitivity to stereoscopically defined 3D motion in
FST than in MT, consistent with earlier findings of FST neurons that were selective for opposite
directions of 2D motion (Mysore et al. 2010, Rosenberg et al. 2008). Further support for this
possibility comes fromThompson et al. (2022),who found that the preferences of FSTneurons for
motion toward or away from the cyclopean eye were often cue invariant, in stark contrast to MT.
Most notably, the preferences for left- and right-eye perspective cue stimuli were generally the
same (despite the fact that the net 2D retinal motion directions were opposite), implying a robust
representation of 3D motion (Figure 3c). Given these findings, it will be important for future
work to evaluate the extent to which FST neurons have resolved the correspondence problem,
determine if they carry extraretinal signals (Bogadhi et al. 2021), and assess the reference frame(s)
in which they represent 3D motion. Clarification of the larger cortical network that supports 3D
object-motion processing will also require determining the functional and potentially hierarchical
relationship between FST and MSTl/v.

Beyond representing an object’s motion in eye or head coordinates, it is often necessary to
determine its motion relative to external (world) references. Extraretinal signals that may support
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this reference frame transformation are found as early as MT (Kim et al. 2022) and MSTl/v (Ilg
et al. 2004), at least for 2Dmotion.However, it is at the level of the ventral intraparietal (VIP) area,
which contains a rotation-invariant representation of self-motion (Sunkara et al. 2015, 2016), that
a representation of object motion in world coordinates is likely achieved. Specifically, recent work
found that VIP neurons utilize 2D object motion and self-motion signals to flexibly represent an
object’s motion in either egocentric or allocentric coordinates, depending on task demands (Sasaki
et al. 2020). It will be important for future work to test if this flexible representation generalizes
to 3D object-motion trajectories and if VIP causally contributes to object-motion perception in
egocentric and/or allocentric reference frames.

Existing evidence thus suggests that 2D retinal-motion signals are transformed into ecolog-
ically relevant 3D object-motion representations (Figure 3d) along a channel within the dorsal
pathway, as illustrated in Figure 3e. Still, much remains to be discovered about the constituent
roles of these areas and the functional interactions between them in the processing of 3D object
motion.

COMPUTATIONAL DIFFERENCES IN THE PROCESSING
OF THREE-DIMENSIONAL POSE AND MOTION

Inferences about an object’s 3D pose and motion are limited by environmental and neural noise
but can be improved by integrating estimates based on different cues (Clark & Yuille 1990,
Knill & Richards 1996). For a linear integration process, the result is statistically optimal if the
individual estimates are proportionally weighted by their reliabilities. Such models generally as-
sume that different sensory signals support statistically independent estimates. This assumption
is likely most valid when the signals are detected by different sensory organs and initially repre-
sented by distinct neural populations with predominantly different noise sources (Ma et al. 2006,
Seilheimer et al. 2014), a possibility supported by the reliability-dependent reweighting of visual
and vestibular cues to self-motion (Fetsch et al. 2011). However, the assumption may break down
for within-modality cue integration, especially if the same neurons create multiple estimates based
on different signals. Such multiplexed processing could impose information-limiting constraints
on the perceptual gains associated with cue integration (Oruç et al. 2003), as was recently tested
for 3D orientation and motion perception, with important implications regarding the underlying
neural computations (Chang et al. 2020b, Fulvio et al. 2020, Thompson et al. 2021).

Surface orientation perception studies with humans provided an early demonstration of cue
integration (Hillis et al. 2004, Knill & Saunders 2003) that was recently corroborated by work
with macaques (Chang et al. 2020b). These studies found that, when observers judged the 3D
orientation of a plane, the perception of combined-cue stimuli was well-described by the lin-
ear integration of perspective and stereoscopic cues weighted by their reliabilities. In particular,
the reliability of perspective cues increases with slant, and the reliability of stereoscopic cues
decreases with distance. Correspondingly, the relative contribution of perspective cues to the per-
ceived orientation of combined-cue stimuli increased as either the slant or distance increased.
This reliability-dependent integration of perspective and stereoscopic cues may be supported by
CIP (Rosenberg & Angelaki 2014b). Furthermore, the perception of combined-cue stimuli was
consistent with the visual system forming (a) a stereoscopic cue estimate of the plane’s orientation
and (b) a single perspective cue estimate (as opposed to separate perspective estimates for each
eye). This finding was explained by a model in which orientation estimates were created by two
independent neuronal populations, with one relying on stereoscopic cues and the other relying
on perspective cues indiscriminately pooled from the two eyes. Most notably, forming a single
perspective cue estimate imposed a steep information-limiting constraint on cue integration such
that 3D orientation perception was half as precise as theoretically possible (Chang et al. 2020b).
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Divisive
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a canonical neural
computation that
divides the response of
an individual neuron
by a weighted sum of
population activity

The generality of this information-limiting constraint on 3D perception was explored in par-
allel studies of 3D motion. For 3D motion, the reliabilities of perspective and stereoscopic cues
also depend on viewing geometry. For example, an object that is lateral to the head and moving
in depth produces less reliable perspective cues in the ipsilateral eye than in the contralateral eye
due to differences in the retinal velocities (Figure 1, bottom left). With such unbalanced signals,
the perception of combined-cue 3D motion was found to approximately follow a winner-take-all
strategy that was dominated by the more reliable perspective cue (provided by the contralat-
eral eye), with little to no contribution of the other eye’s perspective cues or stereoscopic cues
(Thompson et al. 2019). In contrast, motion toward or away from the cyclopean eye produces bal-
anced left- and right-eye perspective cues with similar reliabilities (Figure 1, bottom left). With
these signals balanced, cue integration was apparent, and the information loss was much less
than was observed for 3D orientation perception. Specifically, the perception of combined-cue
3D motion was more precise than expected based on the integration of a stereoscopic cue esti-
mate and a single perspective cue estimate (Fulvio et al. 2020, Thompson et al. 2021). Instead, the
results were explained by a model that integrated left- and right-eye perspective cue estimates that
were partially to fully independent (depending on the observer) and an independent stereoscopic
cue estimate. These results thus suggest that 3D motion processing makes more effective use of
available sensory information than does 3D orientation processing. What might account for this
difference?

Simulations performed by Chang and colleagues (2020b) suggest that it could reflect a com-
bination of quadratic nonlinearities acting on the neuronal responses to the individual cues and
a difference in the strength of divisive normalization (DN) during the integration of left- and
right-eye perspective cues (Figure 4). If the DN signal was appropriately balanced relative to the
effects of the quadratic nonlinearities, then cue integration would be linear, and the neuronal re-
sponses to the individual perspective cues would be additive (Ma et al. 2006, Qamar et al. 2013)
(Figure 4a,b). In this case, the two perspective cues would make independent contributions to
perception, as has been found for some observers judging 3Dmotion (Figure 4c). However, a suf-
ficiently strong DN signal would result in a complete dependency between the representations of
the two perspective cues. In this case, the neuronal responses to the individual cues would average
when the cues have similar reliabilities (Figure 4a,b). This subadditivity in response summation
would reduce the perceptual gains associated with cue integration, as has been found for observers
judging 3D orientation (Figure 4c). Lastly, DN signals of intermediate strengths would result
in partially dependent left- and right-eye perspective cue representations and correspondingly
intermediate perceptual gains (Figure 4c, inset), as has been found for some observers judging
3D motion. Differences in the effectiveness of cue integration may therefore reflect stronger
DN during the integration of left- and right-eye perspective cues in the pose channel than in
the motion channel. If neuronal recording studies confirm this difference, then it will be im-
portant to test whether it reflects a fixed network property or depends on the stimulus or task
demands.

These studies collectively suggest that perspective and stereoscopic cues support effectively in-
dependent sensory estimates of both 3D orientation and motion, whereas the extent to which left-
and right-eye perspective cues support separate estimates differs between the processing channels.
This difference may have downstream consequences for behaviors that depend on an object’s ori-
entation and motion. For example, it suggests that observers will be worse at estimating a moving
object’s orientation than its trajectory, which could constrain the types of errors made in tasks such
as catching a frisbee. Such considerations highlight the need for sensorimotor studies that require
the simultaneous estimation of 3D object orientation and motion.
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Figure 4

Computational differences in the neuronal processing of 3D motion and orientation, as suggested by perceptual studies. (a) Schematic
architectures illustrating how the responses of populations of neurons representing left-eye perspective (rPL ), right-eye perspective
(rPR ), and stereoscopic (rS) cues are integrated during the processing of 3D motion (top; orange) and 3D orientation (bottom; purple).
Black points show the responses of populations of hypothetical cue-selective neurons to a single stimulus (3D motion direction, top;
planar tilt, bottom), ordered by the neurons’ preferred stimulus. Responses to left- and right-eye perspective cues are passed through
quadratic nonlinearities before they are integrated and divisively normalized. Depending on the strength of divisive normalization
(DN) (illustrated as transparency), the contributions of the two perspective cues to the combined-cue responses can be additive (weaker
DN, more effective) or subadditive (stronger DN, less effective). The perspective and stereoscopic cue responses are also integrated. (b)
Differences in the strength of DN during the integration of the perspective cues result in more effective cue integration for 3D motion
than for 3D orientation. Colored points show the responses of populations of hypothetical cue-integrating neurons to a single stimulus
(motion or tilt), ordered by the neurons’ preferred stimulus. (c) Posterior distributions, p(S|r), describing the likelihood of stimulus S
given combined-cue population response r. The amplitude differences between the responses in panel b translate into a taller and
narrower posterior over 3D motion than over 3D orientation. Perceptual estimates are correspondingly more precise (reliable) for 3D
motion than for 3D orientation. The inset illustrates the inverse relationship between the precision of combined-cue perception and
the strength of DN during the integration of the perspective cues.

VENTRAL PROCESSING OF THREE-DIMENSIONAL OBJECTS
AND SCENES

The ventral pathway serves a critical role in object recognition.Although early work demonstrated
this using real-world objects (Desimone et al. 1984, Kobatake &Tanaka 1994), subsequent studies
largely leveraged the capabilities of 2D displays to investigate image-level computations.However,
real-world objects and the contextual environments in which they reside are 3D, suggesting that
depth informationmay contribute to object and scene processing (Humphrey&Khan 1992,Oliva
& Torralba 2007). Consistent with this possibility, 3D representations are found within inter-
connected functional domains distributed throughout the ventral pathway (Premereur & Janssen
2020, Verhoef et al. 2016). In this section, we review evidence that the ventral pathway contains
parallel channels that process 3D objects and scenes (Figure 5, bottom right).
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Figure 5

Processing channels within the dorsal and ventral pathways supporting 3D vision. Within each channel,
visual signals are hierarchically transformed from ambiguous 2D retinal images into high-level
representations of specific 3D features, as indicated by different color gradients. Note the heterogeneity of
feature representations within most areas. Gray boxes demarcate the dorsal and ventral pathways.
Within-pathway connections are indicated by black solid lines. Cross-pathway connections are indicated by
gray dashed lines. Not all connections between the areas are shown. Growing evidence points to V3A as a
nexus of 3D processing from which multiple 3D-fugal channels in the dorsal and ventral pathways originate
(solid blue lines). Abbreviations: 2D, two-dimensional; 3D, three-dimensional; AIP, anterior intraparietal; CIP,
caudal intraparietal; FST, fundus of the superior temporal sulcus; MSTl/v, lateral/ventral medial superior
temporal; MT, middle temporal; PIP, posterior intraparietal; STSv, ventral bank of the superior temporal
sulcus; TEO, posterior inferotemporal cortex; TEd, lateral aspect of TE; VIP, ventral intraparietal.

Visual representations from V2 and V3A are further processed in ventral area V4 (Felleman
& Van Essen 1991, Ungerleider et al. 2008). Neurons in V4 show selectivity for features such
as color (Kotake et al. 2009), 2D orientation (Hinkle & Connor 2002), and simple 2D shapes or
contours (Hegdé & Van Essen 2007, Pasupathy & Connor 2001). They also contribute to stereo-
scopic depth processing. Compared to V1, the discernment of which 2D image features in the two
eyes belong to the same object and rejection of false matches are more prevalent in V4, implying
that V4 plays a role in solving the correspondence problem (Tanabe et al. 2004). Likewise, the
proportion of neurons signaling relative, as opposed to absolute, disparity increases substantially
from V2 to V4 (Hinkle & Connor 2001, Parker 2007, Umeda et al. 2007). Other work identified
V4 neurons tuned for the 3D orientation of bars and perhaps planes (Hegdé & Van Essen 2005,
Hinkle & Connor 2002). At least for bars, this selectivity was tolerant to distance, implying tun-
ing for relative disparity gradients or 3D pose. However, selectivity for stereoscopically defined
3D curved (convex versus concave) surfaces was not tolerant to distance. Most recently, V4 was
shown to contain 3D volumetric shape representations signaled by shading, reflectance, and dis-
parity (Srinath et al. 2021). These results together suggest that V4 contains heterogeneous 3D
representations, not unlike areas within the dorsal pathway.

Ventral visual processing continues after V4 in posterior inferotemporal (IT) cortex, also called
TEO, which additionally receives input from V3A (Distler et al. 1993).Within TEO, 2D contour
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representations like those found in V4 are combined to achieve more complex shape selectivity
(Brincat & Connor 2004). However, little is known about TEO’s 3D selectivity. Neuroimaging
work has linked disparity-sensitive domains in TEO to scene processing and identified a region
that respondedmore strongly to stereoscopically defined curved than flat surfaces (Kornblith et al.
2013, Van Dromme et al. 2016, Verhoef et al. 2015). However, electrophysiological recordings
from that region found few neurons selective for stereoscopically defined surfaces (Alizadeh et al.
2018b). Such processing may occur in other parts of TEO, as perhaps suggested by a study that
observed reduced stereoacuity after TEO was bilaterally lesioned (Cowey & Porter 1979). It is
also possible that 3D processing within TEO relies predominantly on perspective and/or other
monocular cues. Unfortunately, the current dearth of relevant studies precludes clear conclusions
about TEO’s role in 3D vision.

Anterior IT cortex, also called TE, near the end stages of the ventral pathway, receives input
from V4 and TEO (Distler et al. 1993, Ungerleider et al. 2008) and is connected with parietal,
prefrontal, and temporal areas (Saleem et al. 2000, Webster et al. 1994). The well-known mod-
ular organization of TE includes two 3D selective domains: (a) the ventral bank of the superior
temporal sulcus (STSv or TEs) and (b) the lateral aspect of TE (TEd). These domains have been
associated with 3D object ( Janssen et al. 2000a,b; Yamane et al. 2008) and scene (Vaziri & Connor
2016, Vaziri et al. 2014) processing, respectively.

Neurons in STSv show selectivity for curved and flat 3D surfaces ( Janssen et al. 1999, 2000a;
Liu et al. 2004), as well as more complex shapes (Sereno et al. 2002, Tanaka et al. 2001, Vaziri
et al. 2014) signaled by stereoscopic, perspective, and shading cues. Notably, the correspondence
problem has largely been solved at the level of STSv ( Janssen et al. 2003), and the neurons are less
responsive to stimuli lacking stereoscopic and shading cues, suggesting that they may integrate
multiple cues to achieve more precise 3D representations. Shape selectivity in STSv also shows
tolerance to translations and rotations in the image plane (Yamane et al. 2008), as well as to distance
( Janssen et al. 2000b), implying high-level feature selectivity. A role for STSv in 3D perception
is further supported by functional correlations and causal relationships between neuronal activity
in the area and behavioral reports during stereoscopic 3D curvature discrimination (Verhoef et al.
2010, 2012).

In contrast to STSv, neurons in TEd show selectivity for large landscape-like surfaces sig-
naled by texture and shading cues rather than stereoscopic cues (Vaziri & Connor 2016, Vaziri
et al. 2014). For these neurons, preferred stimuli include large surfaces consistent with floors,
walls, or ceilings. It is conceivable that this selectivity arises through hierarchical processing of
earlier scene representations in TEO (Kornblith et al. 2013, Verhoef et al. 2015) (Figure 5, bot-
tom right). The interpretation that TEd neurons are selective for 3D scene structure is bolstered
by an overrepresentation of horizontal (floors, ceilings) and vertical (walls) orientations, which
could provide an environmental frame signal that supports balance control (Dakin & Rosenberg
2018). It would therefore be interesting to test if vestibular/proprioceptive signals are utilized at
the level of TEd to achieve gravity-aligned scene representations, similar to the gravity-aligned
object representations in CIP (Rosenberg & Angelaki 2014a).

In future work, it will be important to explore whether there are functional interactions be-
tween STSv and TEd during behavioral tasks. For example, such interactions may facilitate the
recognition of objects presented in a larger scene context (Oliva & Torralba 2007). Interactions
between these areas may also enablemnemonic associations between objects and the environment,
which could support the formation and updating of cognitive maps based on the locations of key
resources (Connor & Knierim 2017).
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CONCLUSIONS, OPEN QUESTIONS, AND FUTURE DIRECTIONS

Three-dimensional visual information is processed in parallel and hierarchically within the dor-
sal and ventral pathways. At a finer scale, particular 3D features are processed by specialized
channels within these pathways.While functional distinctions between these 3D-fugal processing
channels may be drawn, they also have common origins, they share processing nodes, and sub-
stantial communication likely occurs between them (Figure 5). The significance of this overlap
and information sharing remains surprisingly unexplored.

A Connection Between the Provenance of Dorsal and Ventral
Three-Dimensional Representations and Human Spatial Reasoning?

A textbook view of the primate visual system is that the dorsal and ventral pathways are rooted in
distinct processing domains within V2.Downstream of V2, area V3A has been associated with the
dorsal processing of 3D object pose (Doudlah et al. 2022, Nakamura et al. 2001) and, recently, 3D
motion (Nakhla et al. 2021). However, V3A also projects to ventral areas V4 and TEO (Distler
et al. 1993, Ungerleider et al. 2008). Based on the response properties of V3A and its downstream
targets, it is plausible that V3A is a key branchpoint from which multiple (dorsal and ventral)
3D-fugal processing channels originate (Figure 5). Comparative analyses further suggest that the
human homolog of V3A expanded disproportionately compared to neighboring areas (Van Essen
et al. 2001), and human neuroimaging data strongly implicate V3A in 3D vision (Henderson et al.
2019). Given these observations, it is intriguing to speculate that V3A serves a central role in
primate 3D vision, and that its expansionmay have supported the evolution of advanced 3D spatial
reasoning skills.

Standardizing Experimental Paradigms

Explicating how retinal images are transformed into robust 3D representations has been challeng-
ing, in part due to the tendency for different studies to use different stimuli, tasks, and analytical
techniques.Although they are currently somewhat rare, direct cross-area comparisons have proven
fruitful. In the dorsal pathway, this has revealed increased 3D pose selectivity between V3A and
CIP (Doudlah et al. 2022, Elmore et al. 2019) and a pronounced transformation from 2D to 3D
motion selectivity betweenMT and FST (Thompson et al. 2022).Within the ventral pathway, this
strategy demonstrated a stark difference in the processing of 3D objects versus scenes in STSv and
TEd (Vaziri et al. 2014). Direct comparisons have also revealed key differences across the visual
pathways. For instance, disparity selectivity was found to be stronger and faster in MT than in
V4, whereas the rejection of false matches was more complete in V4 (Yoshioka et al. 2021). Such
examples highlight how future work could benefit from using standardized experimental designs
to investigate the functional specializations and computational differences between brain areas
supporting 3D vision.

Functional Implications of Cross-Area Communication
for Three-Dimensional Vision

Perception of the 3D world is remarkably stable despite the sensory consequences of eye move-
ments, self-motion, and the volatility of individual objects. This stability suggests that various
processing channels supporting 3D perception are inextricably linked. Indeed, functional, anatom-
ical, and effective connectivity data suggest that pronounced 3D information sharing occurs
( Janssen et al. 2018). For example, reversible inactivation of CIP was found to reduce STSv ac-
tivity, although electrical microstimulation of CIP did not drive STSv (Van Dromme et al. 2016).
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This may indicate that CIP influences 3D processing in STSv via connections with AIP (Borra
et al. 2008, Webster et al. 1994) (Figure 5). Notably, 3D object shape is processed in both AIP
and STSv, but whereas this selectivity emerges more quickly in AIP, it is finer in STSv (Srivastava
et al. 2009, Verhoef et al. 2010). This distinction may reflect differences in the temporal urgency
of action versus the refinement of 3D object representations. At longer timescales, interactions
between STSv and AIP may support 3D spatial reasoning processes in which object identity and
prehensile signals together define object affordances. As another example, connections between
FST and 3D selective areas in the ventral pathway (Boussaoud et al. 1990, Distler et al. 1993,
Saleem et al. 2000, Ungerleider et al. 2008) (Figure 5) may support object selectivity in FST
(Bogadhi et al. 2021) and allow for the binding of object identity and 3Dmotion relative to specific
environmental features.

Beyond characterizing area-specific contributions to 3D vision, simultaneous recordings from
interconnected areas (especially during 3D perceptual and sensorimotor tasks) promise to illu-
minate the functional consequences of cross-area communication. Along this line, one exciting
research direction to pursue is clarifying how and what 3D information is shared between the
dorsal and ventral pathways. Intriguingly, recent work has suggested that dorsal–ventral com-
munication is asymmetric, such that dorsal object representations may have a larger influence
on ventral representations than vice versa (Ayzenberg & Behrmann 2022, Premereur & Janssen
2020). One possibility generally consistent with the existing literature is that the dorsal pathway
quickly computes high-level but comparatively coarse 3D object representations to support action
and then relays this information to the ventral pathway to contribute to the computation of more
refined 3D representations that include detailed features.

Lastly, given the success of geometric approaches to defining hypothesis-driven tests of 3D
pose tuning (Chang et al. 2020a, Doudlah et al. 2022, Rosenberg et al. 2013), future efforts to
explicate the parallel and hierarchical transformations that support 3D vision would likely ben-
efit from a unified framework that parameterizes both 3D shape and pose. Indeed, a synergistic
combination of theoretically driven experimental paradigms, simultaneous recordings from mul-
tiple interconnected areas, and high-level 3D perceptual and sensorimotor tasks would provide a
powerful approach to further elucidate the neural computations that enable primates to uniquely
thrive in the 3D world.
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